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Foreword
Welcome to the new issue of InterComms, we are looking at development, digital divide and data the 3 D’s.
Inclusion is a word that has been used for a while now, but with the new UN paper as a guideline there is a blue print about how we go forward; this was sent to us just before we went to press so is definitely worth a read. A link to the full version of this new report is listed in the journal and online at www.intercomms.net.
We have some major articles from the ITU on where they are and "are we able to close the digital divide", with Dr Hamadoun I. Touré. We also have an interview with the President of Télécoms Sans Frontières, which tells the story of the organisation and telecoms on the frontline, what they are achieving is staggering.
Data is a topic which is causing ripples and several view points on what can be achieved, so we have tried to cover all sides of what is happening, what is real and what the future holds, the role of Cloud, in Data and Data Centres. We have views from the ITU , TM Forum, Cisco, Netformx and FNT.
We are now at over sixty events globally with our exclusive arrangements with our conference partners, and will be distributed in every continent and sub continent this issue, as well as our own distribution to over 190 countries. We always welcome views on the project, as we always look to improve our service to the industry. Please remember that you can ask us technical questions, view every project, and search for information on particular subjects at our free web portal: www.intercomms.net.
For all your comments please email me at:
robert.alcock@intercomms.net
Robert Alcock
Co-Founder, InterComms
“The ICT Opportunity for a Disability-Inclusive Development Framework”
New report from UN Broadband Commission for Digital Development, G3ICT, IDA, ITU, Microsoft,
the Telecentre.org Foundation and UNESCO
A new report released demonstrates how Information and Communication Technologies (ICT), have become a positive force of transformation and a crucial element of any personal development, empowerment and institutional framework for inclusive development.
While the Millennium Development Goals (MDGs) represent a concerted effort to address global poverty, there is a striking gap in the current MDGs and their inclusion of persons with disabilities. The estimated 1 billion persons with disabilities are still excluded from equitable access to resources (education, healthcare, etc.) and as a result persons with disabilities experience disproportionately high rates of poverty. In spite of the conclusion of the Convention on the Rights of Persons with Disabilities in 2006, disability remains largely invisible in most mainstream development processes.
The High-Level Meeting on Disability and Development (HLMDD) of the sixty eighth session of the United Nations General Assembly, taking place in New York, provides a historic opportunity to rectify this omission and will discuss the issues that should be reflected in the post-2015 framework for development.
“The ICT Opportunity for a Disability-Inclusive Development Framework” contributes to a better understanding of the extent to which ICTs can enable and accelerate the social and economic inclusion of persons with disabilities. It lists challenges that are still to be addressed while outlining concrete actions to be undertaken by each group of stakeholders and a set of indicators to help measure progress towards the achievement of a disability-inclusive development agenda.
This report is the result of collaborative input from the UN Broadband Commission for Digital Development, the Global Initiative for Inclusive ICTs (G3ICT), the International Disability Alliance (IDA), the International Telecommunication Union (ITU), Microsoft, the Telecentre.org Foundation and the United Nations Educational, Scientific and Cultural Organization (UNESCO).
Launching the report, Secretary General of the ITU, Dr Hamadoun I. Touré, said “The use of information and communication technologies should be at the heart of any strategy to promote the social and economic inclusion of persons with disabilities. We have the tools at our hands; the remaining challenge is to expand access to these technologies to all and to make ICTs accessible and affordable for persons with disabilities.”
The content is based on feedback from a global consultation on ICT, Disability and Development, carried out from 20 May to 17 June 2013 in support of the preparatory process of the HLMDD. The consultation gathered over 150 expert inputs from relevant organizations and key individuals from over 55 countries and representing multiple stakeholders, including governments, academic institutions, organizations of persons with disabilities, civil society organizations, private sector and regional and international organizations.
The report highlights that when ICT are available, affordable and accessible, they can significantly improve the inclusion of persons with disabilities in all aspects of society.
• Web services constitute the access technology with the greatest impact in promoting the inclusion of persons with disabilities in all areas of development (e.g. social networking, teleworking, online educational classes, telemedicine).
• Mobile devices and services constituted the second-most valued ICT. In particular, the use of mobile phones is instrumental to enable independent living of persons with disabilities (e.g. SMS, captioned telephone, mobile banking services, and access to emergency services).
• Television is the third-ranked ICT in the assessment, specifically for its use as a tool to access government services and information (e.g. news broadcasts, information and education programmes).
Regarding the challenges to overcome, some barriers are universal while others affect specific areas of development.
• The cost of assistive technologies, which is comprised of the cost of the technology as well as the cost of assistive technology assessment, training and support services, is still one of the main barriers that prevents many persons with disabilities to fully access healthcare services, benefit all educational levels, be competitive in the labour market and to live independently.
• A lack of access to ICT accessibility technologies is a pervasive barrier that is further reinforced by the lack of policies which foster widespread availability of accessible ICTs and the lack of effective policy implementation.
• Limited availability and use of ICT in general greatly constrains the use of ICT as a solution to tackling development challenges.
Addressing these barriers requires the collaboration of the main stakeholders involved in each sector, as well as concrete actions to be undertaken by each group of stakeholders and relevant indicators to monitor progress.
• Governments can play a key role in stimulating the introduction of ICT-enabled solutions adapted to the needs of persons with disabilities, increasing the availability of accessible ICTs and promoting the affordability of assistive technologies in social, educational, economic and other domains. One priority action is the inclusion of accessibility requirements in procurement policies. In addition, governments can foster a greater awareness of the UN Convention on the Rights of Persons with Disabilities as a comprehensive and integral instrument which highlights the importance of ICTs and accessibility for the enjoyment of one’s human rights and fundamental freedoms. This entails updating disability legislation to include ICTs in the legal definition of accessibility. Through regular consultation with organizations of persons with disabilities, they can improve the provision and quality of accessible ICT.
• Private sector entities can contribute by increasing research and development efforts, incorporating universal design principles at the earliest stage possible and recruit persons with disabilities in product development departments to develop accessible ICTs. Another priority action is to address the shortage of IT professionals with ICT accessibility skills (in-house training, industry gatherings and publications). The private sector can further remove attitudinal barriers towards hiring persons with disabilities and promote accessible and inclusive workplaces. Through these contributions, employers can greatly contribute to a society where persons with disabilities can participate in work life, and have increased independence.
• Civil society organizations have a key role in raising policymakers’ awareness of the remaining accessibility barriers, becoming more active in the work conducted by international standards organizations. Furthermore, they also have the ability to bring about social progress and economic growth by raising the awareness and building the capacity of persons with disabilities and their relatives in using ICT to facilitate their own economic and social inclusion. Finally, advocating for the mainstreaming of the use of the universal design principle in all development efforts is crucial for ensuring that the international development framework is disability-inclusive.
• The UN system and other international organizations must implement operational activities to meet disability-inclusive development goals, complemented by the monitoring and evaluation of development efforts at the global, regional and national levels. Also necessary are performance reviews to assess whether development policies, programmes and projects are effective and results-driven. It is imperative to ensure that this analysis is quantitative and supported by consistent data, and that such analysis is designed with the participation of persons with disabilities, in order to make sure that the correct factors are measured. Lastly, the UN must ensure that it keeps implementing awareness-raising activities and mobilization campaigns in order to create a demand for national governmental action.
• International standards organizations can also play a special role in enabling a disability-inclusive development agenda by providing a neutral platform from which to develop and/or harmonize international standards and provide recommendations related to accessible ICTs. To achieve this, standards development bodies must facilitate the participation of relevant experts and delegates with disabilities. Furthermore, these organizations can contribute to the promotion of R&D focused on developing specific ICT-enabled solutions for persons with disabilities. International standards organizations must also raise policy makers’ awareness of accessibility barriers to be addressed.
The report was released on 23rd September during the High-Level side-event to the HLMDD “The UN delivering as one in enabling a disability-inclusive development agenda towards 2015 and beyond”, at the United Nations Headquarters in New York.
Download the full version of the new report:
http://www.itu.int/en/action/accessibility/Documents/The%20ICT%20Opportunity%20for%20a%20Disability_Inclusive%20Development%20Framework.pdf
For more information contact: pressinfo@itu.int
or visit: www.itu.int
For more information on ITU, visit:
http://www.itu.int/accessibility
Follow ITU on Twitter: https://twitter.com/itu
Follow ITU on Facebook:
www.facebook.com/pages/ITU/103018419782973
Andorra Telecom Has to Spread and Become a Service Provider
InterComms talks to Jordi Nadal, the new Chief Executive Officer, Andorra Telecom
Andorra Telecom manages the integrated communications and training services associated with telecommunications within the Principality of Andorra, consisting of telephone, television and internet. Under its brand name SOM, the company offers a variety of integrated solutions and products which create added value for both individual customers, companies, and organisations throughout the country.
Jordi Nadal, was appointed Chief Executive Officer, in March 2013. The company starts this new stage with a strategic turn centred in the innovation inside the Smart Country project, where services intended for tourism and business are a priority.
Q: Mr Nadal, will there be continuity of the work driven by the previous management?
A: I have been a member of the board of directors for many years and I share the strategic view the company has had until now. So regarding this I can confirm there will be continuity. Although, carrying out the strategy will involve changes within the company.
Q: Which direction will these changes have?
A: Part of the strategy is to diversify the business; it requires becoming a service provider and not just of infrastructures. This means transforming the company, as we will have to do projects in collaboration with others (and not only by ourselves), sell in a different manner etc. so we are working on these objectives at present.
Q: What work is being done to diversify?
A: The government of Andorra is working hard to make this country a Smart Country and Andorra Telecom plays an important role in the creation of this “ecosystem”.
The first step is to provide WiFi connection in all the main tourist areas.
The network will allow visitors to use free applications linked to tourism and businesses and will improve the buying experience in Andorra.
These applications for tourism and others that will come, will allow us to register a lot of information, so we can work and develop new applications.
In the near future Andorra can position itself as a “real” laboratory, attractive to test applications aimed at larger markets.
We are also working together with other Andorran companies in fields such as e-learning, e-health or energetic efficiency.
I think Andorra Telecom can position itself as a pioneer Smart Country. A concept that is very commented on but where there are very few defined initiatives.
Jordi Nadal has a Telecommunications Engineer Masters from the Polytechnic University of Catalonia (UPC) and a degree in marketing from EADA. Jordi Nadal has been a member of Andorra Telecom´s team since 1994. He was appointed CEO of Andorra Telecom in March this year.
For more information visit:
www.andorratelecom.com
Telecoms at the Frontline
Jean-François Cazenave, President, Télécoms Sans Frontières, provides an insight to communications for disaster and to the poorest communities on the planet
Jean-François Cazenave, Télécoms Sans Frontières’s President co-founded the NGO in 1998 with Monique Lanne-Petit, TSF’s Executive Director.
Before dedicating his life to TSF, Jean-François had already founded two other ‘traditional’ humanitarian organisations. He participated in interventions in Iraq (Kurdistan) in 1991, during the war in Croatia the same year, and more than 50 times in Bosnia Herzegovina between 1992 and 1996, then in Albania in 1997 and 1998. With TSF, Jean-François Cazenave led humanitarian calling operations and telecom support activities to the benefit of the NGOs and the United Nations agencies in Kosovo and Turkey (1999), in El Salvador, Peru, India and Afghanistan (2001) and in Syria and Iraq (2003) and from 2003 to 2012, in all major humanitarian emergencies (Philippines, Thailand, Sri Lanka, Lebanon, Nicaragua, Haiti, Kyrgyzstan, Libya, Madagascar...).
Jean-François Cazenave has managed TSF’s emergency actions in over 60 countries worldwide, assisting more than 630 NGOs, UN agencies, rescue teams and hundreds of thousands of affected civilians, offering them free calls. TSF teams deploy on average 350 days per year.
On April 4th 2010, Jean-François Cazenave was decorated Chevalier de La Légion d'Honneur, by decree of the President of France, for his decades of work in humanitarian relief. Appointment to the Légion d’Honneur is the highest decoration in France.
Mr. Cazenave held positions as a civil servant and senior executive at the French public administration of postal services and telecommunications (PTT). From 1995 to 2001 he was city Councilor of Pau.
The idea for Télécoms Sans Frontières was the result of a simple observation made after many years of experience with general humanitarian charities, based on listening to those in need. During missions responding to the crisis in the Balkans and in Kurdistan during the 1st Gulf War, TSF’s founders realised that, in addition to medical and food aid, there was a critical need for reliable emergency telecommunications services. Conflicts and emergencies often led to massive civilian displacement and separated families. And affected populations are often left with no communications infrastructure in place to find assistance and loved ones.
Q: Tell me briefly about Télécoms Sans Frontières, (TSF) your history and the need that you fulfilled that was not being covered by other organisations?
A: Télécoms Sans Frontières was founded in 1998 by people who were working in general humanitarian actions. Our first operation was during the first Gulf War in 1991 and after that during the conflict in Croatia during 1992. After that we had 50 operations over 5 years in Sarajevo in Bosnia.
Every time we entered a refugee camp we were asked to take phone numbers with us to contact peoples relatives in the US or Europe, to let them know where they were, there Uncle was dead etc., they kept the phone numbers on a piece of paper in their shoes. We were providing comfort and news to allow relatives to get in contact and help their own families.
So in 1998 through these operations TSF, was formed, during the Kosovo War in 1991, President Milošević had 1 million people in refugee camps in Macedonia and Albania. They had three choices of where to go Medical Centre, Food Centre or our Mobile Satellite Centre. They all came to us to get messages out we had queues of over a kilometer, we had the worlds press come to see what was happening CNN, BBC etc.
We are now on operations 15 years and 325 days a year.
Q: Today a good part of TSF’s operational mission is not only to provide and re-establish communications for the victims of conflict or natural disaster, but to provide reliable mobile communications for Disaster Relief Operations, tell me about that aspect of your mission?
A: TSF is working in countries like Haiti, Philippines and Indonesia, we train people so they can react most effectively in disaster or emergency situations, we also provide these people with the equipment to react to the situation.
We react to the disaster ourselves by being on the ground and operational within 24 hours, we have 3 regional bases Central America, Thailand and our headquarters in France, this geographically allows us to respond quickly.
If you take Chile or Haiti we were on the ground in less than 24 hours. The earthquake in Haiti struck at 5pm on the 12th January 2010 we were in Port au Prince, the capital, by 9am the following morning connecting the Airport, the UN Agencies Centre and the Ministries operational in 24 Hours.
If you take the Hurricane that happened last December we arrived before the hurricane hit a day before. We had the mechanisms to do this, the weather web information, and the UN agencies on the ground so we made an informed decision to respond.
Q: We have talked about where TSF has come from, and where you are, how about where you are going. Where do you want to see this organisation 5 or 10 years from now?
A: I have been in charge of the organisation for 14 years now, we are deployed 325 days a year, it would be hard, no impossible, to do more than we are, so to continue for the next 14 years to be deployed 325 days a year is our aim.
Also to work in the poorest parts of the poorest countries to provide Internet satellite connection and through these links to provide community access centers before they even have road access. We are doing that now in Madagascar, Cambodia, Niger, Burkina Faso and Nicaragua for the indigenous Indian population.
We provide these centres to populations of over 10,000 people we can provide medical, educational, weather and local radio services. Some of these services are charged for, this allows the centre to build up funds to be self sufficient and after three years, when they are self sufficient, we then leave but we have provided all the technology free of charge.
The next challenge is to extend the ability to make mobile payments outside the GSM infrastructure and to provide this via a satellite bridge. We can activate payment, health services via a person's own phone where there is no GSM, Kenya has 50% of areas not covered we can offer the same services as operators in Europe etc. but out of coverage.
I think it is also important that we discuss what we are doing now we have been in Syria one and half years; we are connecting 12 hospitals and two internet educational centre’s for children, one in Turkey for a thousand children and one in Syria for two hundred and fifty, these provide emergency education and connect the children with their friends and families. In Mali we have 5 telecom centres close to the Mali border.
For more information visit:
www.tsfi.org
Making Global ICT Truly Global
InterComms talks with Dr Hamadoun I. Touré, Secretary-General, International Telecommunication Union (ITU)
ITU is the specialized agency of the United Nations concerned with information and communication technology. ITU is committed to connecting all the world's people – wherever they live and whatever their means. ITU currently has a membership of 193 countries and over 700 private-sector entities and academic institutions.
Q: What is the mission of ITU? How does it manage to be such a strong and unique organization?
A: ITU is one of the specialized agencies of the United Nations, but in fact we are much older than the UN itself. This year, we celebrate our 148th year of existence, making us the world’s oldest international organization. It’s clear today that information and communication technologies (ICT) are driving the social and economic life of every country. Last December, we reached 6.2 billion mobile phone users, 2.4 billion Internet users and over one billion people connected to the net via broadband. Broadband is driving the world today. Mobile broadband, in particular, is the future, as we enter the age of the ‘Internet of Things’. We hope that by 2015 – the target date for the Millennium Development Goals (MDGs) – all citizens of the planet will be reachable via a mobile phone. By 2020, according to some industry estimates, there will be over 50 billion devices connected. It is our job at ITU to ensure that there is adequate radiofrequency spectrum for that to happen, and that there is adequate technical standardization so that devices manufactured in different countries and by different manufacturers can seamlessly interoperate worldwide.
Q: What do you see as the most significant challenge to achieving that goal?
A: One important challenge we face is bringing down the cost of communicating. ITU is a passionate advocate of ‘the right to communicate’ as a basic human need. This was defined by the World Summit on the Information Society (WSIS) in 2005. Every citizen of this planet needs access to information, but access is not enough – we need to be able to use that information too. In addition, every citizen of this planet should be able to create information – that’s what will make us part of Knowledge Society. And finally, every citizen of this planet needs to be able to share information. When we reach this goal, we’ll be able to say that we’ve achieved a real milestone in connectivity.
Q: What are the key components of cyber world? What is ITU’s take on current issues in the ICT sector, such as the transition to IPv6, cybersecurity etc?
A: The transition to IPv6 is very important, and ITU has been working hard for some time now to ensure that we do all we can to help all countries make the move. This will be increasingly important as we move towards the Internet of Things, where just about every object will have its own IP address. It will be crucial to future development – but the transition has to be made in partnership with all stakeholders, including the private sector.
Another very important area we are working hard on is cybersecurity. The Internet is a vitally important tool, but it needs to be affordable, and it needs to be safe. Some people pit safety and privacy against one another, or safety and freedom against one another, but you cannot have freedom when you are not safe, and you cannot have privacy when you are not safe. In a global network, cybersecurity is not just one country’s problem. It’s a problem that affects everyone. All countries need to work together to promote both national and international coordination. Because network security is not only the problem of the Ministry of Communication, it is an issue that impacts the Ministries of Defence, Interior, Education, Health and more – because they are all using the networks.
One very important element of cybersecurity is technical readiness. That’s why we are working with IMPACT, the International Multilateral Partnership Against Cyber Threats, an international public-private initiative dedicated to enhancing the global community’s capacity to prevent, defend and respond to cyberthreats. IMPACT’s state-of-the-art global headquarters in Cyberjaya, Malaysia, is the physical home of ITU’s Global Cybersecurity Agenda (GCA), and the organization is now offering cybersecurity services to over 130 ITU Member States.
Q: Cybersecurity in particular is a sensitive arena. One country’s “terrorists,” can be another’s “freedom fighters,” and yet ITU has a great history of bringing seemingly opposed sides together.
A: : Indeed, that’s why the World Summit on Information Society mandated ITU to take charge of global cybersecurity issues. We’re an impartial global organization with a truly impressive tradition of brokering agreement between countries worldwide. Sometimes, just bringing everyone together at the same table is the most difficult thing. This
is why I launched ITU’s Child Online Protection initiative. Protecting children is an urgent priority for everyone,
and it’s something we can all agree on. Children are the biggest users of the net. But in cyberspace, through naivety, three out of five children are likely to give information to people they have never met, personal information about themselves or their families. They are our future and we
need to protect them, but we can only do this by working together.
Q: What is the mission of ITU in terms of filling the digital gap between developing countries and developed countries?
A: Over the past five years, the ICT landscape has changed in extraordinary and unexpected ways. We have seen the number of fixed-line subscribers fall for the first time in telecommunications history, matched by extraordinary growth in mobile over the same period. The best news is that almost all of this growth has been in the developing world, which grew by over 270% and added over two billion of the 2.5 billion new mobile cellular subscriptions globally. The same is true of the growth in internet users, where 600 million of the 777 million new internet users over the past four years have come from the developing world. We have also seen social media skyrocket. Today more than 50 million tweets are sent every day and Facebook has over 400 million users. Does that mean we’ve achieved our goal in bridging the digital divide? Unfortunately it does not. While close to two thirds of people in the developed world now have access to the internet, four fifths of people in the developing world still do not.
These are dramatic figures, but they also demonstrate the extraordinary opportunities that lie ahead. ICTs – and in particular broadband networks – offer perhaps the greatest opportunity we have ever had to make rapid and profound advances in global social and economic development.
Q: What are your assessments about international roaming rates? Does ITU have studies on this issue? What are your efforts for extending the usage of broadband globally?
A: To sustain the enormous and beneficial growth we have seen in mobile, operators worldwide are now moving to quickly deploy IMT-Advanced-compliant mobile broadband networks. At the same time, governments need to move to slash or even abolish onerous taxes on ICT equipment and services that could stifle the future growth of the sector. Consumers today expect to be connected to the Internet, to their social networks and to their data anywhere, anytime. As we enter the era of true mobile broadband, it is in everyone’s interests that people are able to use their mobile devices intuitively and spontaneously, taking advantage of premium high-speed services like live video streaming and new apps we haven’t yet dreamt of. Operators who price their services competitively will reap the full benefit of the next wave of explosive growth. At the same time, governments should beware of levying unfair taxes on ICT goods and services, and instead need to recognize ICTs capacity to stimulate economic growth and social development.
Q: By providing broadband connectivity, how many people worldwide do you expect will be able to benefit from such telecommunication services over the next 10 years?
A: One of ITU’s important tasks is to chart the progress of global connectivity, with the issuing of regularly updated statistics. These show that – even now in 2013 – around 700 million people worldwide do not have mobile phone coverage. Most significantly, however, 4.5 billion people are not yet online. Over the coming decade, closing that gap must be a priority target. In order to participate fully in modern globalized society, communities everywhere, no matter how remote, will need broadband Internet access. The new ITR treaty agreed in Dubai last year is the roadmap for reaching that goal of connectivity for all. It is a promise for the future that we must strive to fulfil.
For more information visit:
www.itu.int
Organised, Optimised and Proactive: Has SON Arrived?
InterComms talks to Neil Coleman, Global Director of Marketing, Actix, about Self Organising Networks
Neil draws on over 15 years of industry experience in marketing, product management and R&D roles at Actix, Micromuse and IBM. Over the last six years he has been responsible for bringing Actix’s ground-breaking suite of mobile analytics and optimization solutions to market. These solutions are helping over 100 operators improve mobile customer experience and streamline their technology rollouts.
At Micromuse Neil was instrumental in the development of their service management product line. Starting from scratch it grew to account for over 30% of Micromuse revenues within two years. Subsequent to this he led the creation of Micromuse’s traffic monitoring solution. At IBM he was responsible for IBM’s SLA management portfolio, helping establish IBM’s positioning in an emerging field.
Q: Where are we with self-optimizing networks and why are mobile operators interested in SON?
A: Well, self-optimizing networks (SON) is a relatively new term for an old concept. For a long time now mobile operators have looked to use software to automate the planning, configuration and management of their radio access networks (RAN). They’ve needed this automation due to the complexity and size of the networks which make manually configuring and adjusting network parameters very difficult and time consuming.
The renewed focus is down to a fundamental shift in network economics. The data explosion we’re witnessing is driving down margins at the same time as greatly increasing the complexity of the underlying network infrastructure.
As a result mobile network operators, through an industry body called NGMN (Next Generation Mobile Networks) put pressure on the standards bodies, specifically 3GPP, to add automatic optimization capabilities into the standards for LTE. These automatic optimization capabilities have been labelled SON – self-optimizing or self-organizing networks.
Companies like Actix have subsequently taken these SON concepts that were developed for LTE networks and made them available for 2G, 3G and LTE networks at the same time.
Q: Can SON be used as a tool to proactively drive improvements in experience for the subscriber?
A: Yes, this has been our aim all along.
The big initial driver for SON – increasing automation – is to reduce network OPEX. Basically the time and effort needed to manually configure networks is just too high. Operators don’t have enough skilled engineers to do that work so what SON through automation aims to bring is a reduction in OPEX or more precisely a reduction in the rate of OPEX increase. In our deployments we reckon OPEX can be reduced by about 80% by deploying SON capabilities.
But beyond the initial goal of OPEX savings it’s clear that SON improves customer experience too. Automating complex optimization activities will enable network tuning to be carried out where previously it couldn’t be done manually. SON will fix coverage holes, distribute network capacity and address mobility problems automatically. We see this improving subscriber experience on the whole by 10 to 25% less dropped calls, improvements in throughput rates and so on.
But Actix goes one step further. We are pretty unique in the fact that we can capture direct insights into subscribers, their location and the quality of experience the network is delivering to them; something we refer to as “customer experience geo-location”. For example, our data allows operators to see that at the corner of a particular street there’s a coverage problem, and in another location there’s a high level of demand that’s not being supported by the network itself. When segmented we can work out where key high-value customers are. For example you can say that this particular area is extra-important because there’s a group of VIPs and corporate customers here as opposed to other areas where there are less valuable subscribers.
Feeding these insights into SON you can automatically optimize the network to improve the experience of these key subscribers and therefore improve customer experience much more dramatically. With a number of operators we have seen that you can eliminate about 70% of issues experienced by VIP customers.
In addition to improving customer experience and reducing OPEX, SON also benefits CAPEX. SON ensures maximum coverage and capacity is delivered from the existing network infrastructure. This means they don’t have to invest as heavily in their current networks so they can save cash for their LTE rollout, saving CAPEX.
Q: Are there any potential barriers to SON being deployed and if so, how could these barriers possibly be overcome?
A: Well, with any automation technology, if you look at autopilots on aircraft or these automatic steering cars that we are starting to see, the big challenge facing the adoption of SON and automation is trust.
Self-optimizing and self-organizing networks by their nature run in what we call closed-loop mode, in that there is no human intervention whatsoever. People who are used to having lots of visibility into and control over their networks now have to trust a third-party system to manage it for them. The operators we are speaking to are very aware that they are sacrificing control of their network and are nervous about that.
A second related barrier is the deployment model being used – do you just flick a switch and automate the entire network from day one or do you pick a few key regions and automate those? Operators are often interested in quick wins to validate the adoption of SON.
From our experience we’ve seen that operators will willingly adopt automation and SON, but only if they can retain some degree of control, say visibility into why decisions are being made, and if they can stop the automation and manually approve the automatic configuration when they need to. As a result of this and because of our background, we have created a very flexible SON framework. Our software allows operators to start out in “open loop mode” (semi-automated), interactively running use cases and validating their results before going to a fully “closed loop” model either nationally or in key regions.
The third barrier to SON deployment is basically who to buy it from. SON is broadly being offered by two distinct groups. The first is network equipment providers (NEPs) like Ericsson and Nokia; the second group is independent software firms like Actix.
And when assessing the right option, it’s evident that network equipment providers’ business models are primarily focused on selling hardware and services. However deploying SON capabilities to automatically optimize networks threatens both hardware and services revenue streams. If you optimize a network to squeeze more out of it you don’t have to put as much hardware into it to get it to do its job. The automation that SON delivers reduces reliance on proprietary services teams.
So ultimately NEPs are reluctantly delivering SON capabilities partly because it’s in the standards and also because operators are demanding it, but we certainly do see an inherent conflict of interest there. What Actix and others believe is that you should buy SON capabilities from suppliers with no agenda who are independent of the network equipment providers – we just want to optimize the network, we’re not trying to sell you hardware or services.
Q: How will SON evolve in the future and why should we look at deployment now?
A: Well with SON the clue is in the name itself – self-optimizing and self-organizing networks. It is in itself very much a network-centric capability. We believe the inputs to SON, how you drive the SON algorithms are beyond the network domain itself. We see SON algorithms taking inputs from customer experience like we do, and in the longer term evolving to factor in things like subscriber demographics, subscriber behaviour and how much they spend. It’s all about allowing the network to automatically tune itself to deliver the right customer experience to the right people, in the right location and at the right time. So instead of trying to optimize the network for everyone which you can’t do because it’s a limited resource, you very accurately tune your network conditions to deliver the most revenue from the customers that you have on the ground.
In terms of why we should be deploying SON now, it really goes back to the earlier point about the shifting economics of running networks. The networks are getting more complicated and the margins are getting lower and operators we are talking to see no alternative but to deploy SON capability in order to reduce OPEX and CAPEX and improve customer experience.
Q: How are Actix leading this area and how are you finding the marketplace reacting to SON deployments?
A: Actix is a software company which has been going since 1991. All of our investment since then has been focused on improving and automating the optimization and analysis of radio networks, so we have been delivering SON solutions to mobile operators before they were actually called SON.
We have great credibility with over 60 operators using our flagship optimization platform that can deliver SON capabilities. We believe we’ve got the strongest independent footprint available and we are in the right position to deliver SON capabilities as an independent software provider.
In the marketplace at the moment I think there’s a little bit of “wait-and-see” going on. There are a lot of operators doing evaluations and working out what type of SON systems they want to deploy.
Ultimately we do see a bright future for this technology. In our domain lots of ideas go in and out of fashion, but ultimately that long-term pressure to reduce costs and to deliver much better margins on the data services that we need to deliver means that adopting automation, adopting SON, is very much an essential activity rather than a luxury.
For more information please visit:
www.actix.com
Communication Interoperability in Crises Management
FREESIC: Free Secure Interoperability Communications for Crisis Management: by Aurel Machalek, Latif Ladid and Stefan Vanya
In this modern age with all its complexities and inter-actions emergency services and civil protections agencies across Europe are faced with growing challenges that require effective co-ordination and interoperability across several organisations when responding to and managing major incidents.
Interoperability barriers in relation to communication systems still exist at regional, national and European levels between Public Protection and Disaster Relief (PPDR) organizations; such barriers often impact upon the effectiveness of PPDR agency responses especially during a crisis event, but also such barriers limit the data flow in day-by-day operations where access to such shared information improves situation awareness considerably.
This need for effective coordination and interoperability can cross state boundaries, also it can involve the deployment of specialist resources from one country to another; optimum effectiveness between agencies is reliant on good communications systems that enable seamless and reliable information exchange.
In addition there is a need to recognise that effective interoperability rests on acknowledging that agencies, both within a country and across international borders, operate to varying processes, procedures and protocols and have different hierarchical governance structures, cultures and indeed organisational aims & objectives.
FREESIC is a cost effective, innovative capability addressing the “techno - organizational - legal” issues. It builds effective and secure interoperability systems for emergency response organizations so that communications and information exchange can be carried out in the most challenging of circumstances.
Where will FREESIC help?
• Differing doctrines between agencies and countries
• Significant budgetary pressures for emergency responder agencies
• Optimization of existing investments
• Multiple systems deployment EU wide
• Trust and security concerns, classified information
• International agreements and legal limitations.
Visions of FREESIC project:
• Interconnection of responder agency communication systems without major investment and close to zero operational costs
• Agencies continue to use existing communication systems
• The building and maintenance of a network of emergency responder agencies across borders
• Systematic mapping of constraints (cultural, legal, technical) that currently hinder the close cooperation of different responder agencies.
How it will work:
The solution is based on a universal gateway with customisable adapters allowing third party infrastructures to be connected to the FREESIC Unified Communication Network. End users will handle network management tasks through the collaboration site based on WEB 2.0 components that allow users configure their own interoperability attributes.
The FREESIC Gateway:
Public Protection and Disaster Relief Organisations connected to FREESIC will have the ability to exchange required information with partner agencies regardless of state borders via the FREESIC Gateway which will be made available to them with full specification upon acceptance of the FREESIC terms and conditions described in the FREESIC multilateral agreement. Agencies can ask their system integrators to develop an adapter to the FREESIC Gateway that connects their own communication system with the FREESIC platform.
Thus, each inter-operating agency, using FREESIC, needs only to develop one adapter to achieve multilateral interoperability with other agencies. The specification of FREESIC Gateway will be provided as a shared JAVA source code with sample implementations as well as additional tools enhancing the configuration adapters connecting to the FREESIC platform. It means any kind of communication system can be easily integrated at minor costs. Moreover, the system integrators do not need to share any of their own assets, specification or source codes they consider as business sensitive information or own intellectual property.
The FREESIC Collaboration web:
Thanks to the FREESIC collaboration web, the operation of the interoperability platform is performed in a decentralised way (WEB 2.0 principles) according to transparent interoperability rules enabling the interconnection of an organisation´s communication system. Thanks to the continuos involvement of end user communities at the technology platform development, the user interface will be accommodated to the end user´s expectations, habits and vocabulary providing an interoperability tool that end users can quickly become familiar with.
The FREESIC end user focus:
Another aspect of the FREESIC project is the focus on potential end user expectations, habits and constraints with special emphasis on non-technical barriers that first responder organisations in Europe are facing when they are attempting to set-up interoperability with partner agencies.
FREESIC project partners consult such non-technical barriers with over 50 stakeholder organisations across ten EU states. Furthermore, engagement with a wide range of end users has resulted in a series of suggested proposed solutions to identified barriers.
The FREESIC deployment:
The FREESIC infrastructure consists of a set of servers, secure multimedia switching software, web management tools. The backup (load-balancing) servers around Europe will enable the system high availability and the meshed topology will enhance its resilience towards attack. The system is designed with security in mind from the beginning.
The first interoperability between different systems will be evaluated using testing environments of organisations who participate directly as partners or associated partners in the FREESIC project or through their systems integrators/consultants.
Conclusion:
The FREESIC system will be free and the decision to connect to it voluntary. FREESIC is not compulsory but provides a capability that brings added value to the participating organisations. It gives you:
• Permanent connectivity with partner organisations that regularly operate together but have differing communications systems
• Temporary connectivity with other FREESIC participating organisations when deemed operationally necessarily
• End to end connection between strategic and tactical command groups using different communication tools
• The ability to tailor needs for the specifics of an organisation and incident
• Secure communication channels.
This is an extract from a FREESIC project materials and project outputs compiled by: Aurel Machalek (University of Luxembourg, Luxembourg, aurel.machalek@uni.lu), Latif Ladid (University of Luxembourg, Luxembourg, latif@ladid.lu), Stefan Vanya (Ardaco, Slovakia, stefan.vanya@ardaco.com)
For more information visit:
www.freesic.eu
Choosing the Right Path to an All-IP Network: IMS or Softswitch? Which is best for your business?
Ralf Arweiler, Managing Director, Kapsch CarrierCom Germany, says that both IMS and softswitch-based all-IP infrastructures can deliver major cost and efficiency benefits compared to a traditional TDM infrastructure. However, a successful transition to IP depends on choosing the right technology to meet your specific business needs.
Kapsch CarrierCom is an independent systems integrator for public fixed and mobile operators, providing unbiased, end-to-end support for multi-vendor network deployments.
Q: What is the difference between IMS networks and softswitch-based networks?
A: It’s all in the architecture. IMS is a multi-layered, all-IP architecture that allows you to deliver voice, data, video and mobile services over a single, packet-based network. With softswitch, on the other hand, you simply replace existing TDM switches in your network with IP-based switches, allowing you to move to all-IP transport for your voice and fax or modem services quickly and easily. You can see the difference in the two approaches in the images opposite:
Q: What are the benefits of IMS?
A: By supporting the full range of voice, data and video services on a converged network, IMS increases your business agility and makes it faster and simpler to launch and scale services for your customers. If the service you want to deliver has already been developed by another carrier, you can simply integrate the required application server with your IMS environment, set up an appropriate billing process, and begin delivering the service. You can also provision network resources on demand to stay ahead of customers’ growing bandwidth requirements, effectively future proofing your network. IMS also helps you ensure great performance for video and other bandwidth-intensive apps as you can reserve bandwidth on the network in advance.
Because all your services run on a single platform with IMS, you can also dramatically reduce the physical footprint of your network, saving floor space and reducing power and cooling costs. For larger carriers, IMS may reduce the size of the physical infrastructure footprint and costs by up to 50%.
Finally, but equally importantly, IMS is able to support next-generation mobile services, such as Voice over LTE, making it an ideal architecture for carriers who are planning to converge voice and fixed-line services on a single, IP-based infrastructure.
Q: What are the challenges with IMS?
A: Deploying an IMS infrastructure means replacing your existing TDM equipment, bringing multiple infrastructure components together, and migrating subscribers to an entirely new service platform. Services may also need to change slightly, so you need to be sure that your customers will accept those changes, to avoid churn. By choosing to work with an experienced integration partner, such as Kapsch CarrierCom, you can mitigate the risks of complex IMS deployments, transition customers seamlessly and deliver consistently excellent quality of service.
Q: What are the benefits of softswitch?
A: With softswitch, you can make the transition to all-IP networking quickly and seamlessly, with minimal disruption, which is great news if your customers have a low tolerance for downtime. All that’s required is direct replacement of TDM switches with softswitches, and the majority of your existing infrastructure can stay as it is.
Another great benefit of softswitch-based networks is that they guarantee customer services will remain exactly the same through the transition to IP. This is extremely important where customers are on longer-term service contracts, or where past experience of service changes have resulted in customer dissatisfaction.
By preserving the lion’s share of your infrastructure, softswitch deployments help you protect your existing infrastructure investments and minimise investments in new equipment. Perhaps even more importantly, customers can continue to use their existing modems or hubs, which means major cost savings for your business.
As an additional benefit, infrastructure management is often simpler for softswitch-based networks. This is because you get everything in one box, including one interface for call control, billing, configuration, fault monitoring, reporting, and more. Softswitch-based networks also help you significantly reduce your switching footprint and costs compared to TDM infrastructure.
Q: What are the limitations of softswitch-based architectures?
A: Softswitch is ideal if you deal with mostly voice traffic, but may not be the best choice if you want to deliver the full range of voice, video and data services over a converged IP network in the near future. While it’s possible to deliver multiple service types with softswitch, you’ll need to deploy multiple softswitches to make it work, which increases infrastructure costs and equipment footprint. As an additional limitation, softswitch-based networks are unable to support the latest-generation mobile services, such as Voice over LTE. So if mobile convergence is in your roadmap, it might not be the best option for you.
Q: Is IMS only for larger operators?
A: Not necessarily. Smaller carriers wanting to deploy IMS can choose ‘compact IMS’ or a cloud-based IMS solution.
Compact IMS takes away some of the complexity and costs normally associated with IMS systems. It does this by pre-integrating multiple infrastructure elements, including call control, configuration management tools, fault monitoring tools, and more, in a single unit. This may limit the ability to mix and match multiple infrastructure products from multiple vendors, but it makes IMS accessible to organisations with smaller operational budgets.
Another way organisations of all sizes can take advantage of IMS is to choose a cost-effective cloud-based solution. With this approach, you can access end-to-end IMS infrastructure that is hosted by a virtual network operator. Alternatively, you can choose to host some elements of your IMS infrastructure in the cloud, such as services, while managing your HSS database, call control infrastructure or other elements of your infrastructure in your own data centre. By outsourcing some or all of your IMS infrastructure to the cloud, you can reduce infrastructure and management costs, start slow, and reduce risk for your IMS deployment. (See image below).
Q: If I choose a softswitch-based architecture, can I transition to IMS easily later on?
A: Yes, you can. There are actually a number of benefits of deploying a softswitch-based network first and moving to a full IMS network later.
As we’ve already seen, the softswitch approach means you can maximise returns on your existing infrastructure until it reaches the end of its supported lifecycle, at which point you can migrate to an IMS network. Deploying softswitch infrastructure first also gives you time to prepare customers for the service changes they’ll experience when you do finally migrate to IMS.
With less up-front investment needed to deploy softswitch-based infrastructure, you can also minimise your short-term costs and move to IMS later, when more funding is available. When you are ready to migrate to IMS, you can run the softswitch and IMS networks in parallel to ensure everything is working properly before you migrate subscribers to the new platform. You can then preserve your investment in softswitches by using them to manage certain functions in your new IMS network, such as the media gateway control function for example.
Q: So after all that, which is better – IMS or softswitch?
A: The only answer is that there’s no straight answer. It all depends on the nature of your business and what you want to achieve. As a leading softswitch and IMS partner, Kapsch CarrierCom can help you understand the benefits of each approach, and decide which architecture is right for your business.
Q: Why is Kapsch CarrierCom a great partner for IMS and softswitch deployments?
A: For lots of reasons. Firstly, we are completely vendor independent. This means we can objectively assess the needs of every customer, and choose the network components that best meet your specific needs.
Secondly, we have more than 30 years’ experience of deploying all generations of network infrastructure, and we have helped our customers, as for example Telekom Austria, roll out major IMS and softswitch deployments and converge multiple services on a single, all-IP network. This experience means we can evaluate your existing systems, help you establish a clear roadmap for network evolution, and deploy a solution that addresses your specific needs and challenges.
Thirdly, we take end-to-end responsibility for your IMS or softswitch deployment. This is particularly critical for IMS, which requires seamless integration of multiple technologies from multiple vendors. While OEMs’ knowledge is often restricted to their own systems, we can take the bigger view and bring together all the elements needed to ensure your deployment is a resounding success.
For more information visit:
www.kapschcarrier.com
Achieving Quality IPTV over DSL
Extract from one of the latest Broadband Forum's Marketing Reports (White Papers)
DSL has provided for the delivery of broadband services since the mid-1990s. By the fourth quarter of 2010, the world had over 350 million DSL lines in service, accounting for over 65% of the total broadband access market. In such a competitive access environment, differentiation is fundamental to business and driving revenue. To that end, IPTV has been considered a technology with major potential for providing new and attractive services, and delivery of high quality IPTV content becomes a necessity for continued growth and viability of DSL access.
Most TV viewers have high expectations with respect to their Quality of Experience (QoE) for television services. This expectation translates into equally stringent requirements for Quality of Service (QoS) of the underlying delivery mechanisms. The viewer expects to have their required QoE and expects the underlying technology to be easy to use, stable, and flexible. In this context, it is critical to apply measures which drive copper access to provide the highest levels of line speed, signal quality and service stability.
IPTV over DSL must continue to enhance its capabilities in order to compete with TV services provided by terrestrial TV, hybrid fiber coaxial cable services, fiber to the home and satellite delivery of TV. This white paper outlines the issues raised by IPTV over DSL in terms of the users’ experience, the technical requirements, and the tools both current and emerging that allow DSL to support IPTV services successfully to millions of viewers.
IPTV over Digital Subscriber Lines (DSL) is a solution to delivering high quality services such as live and interactive television over a broadband connection. With hundreds of millions of DSL lines in service, maintaining and improving quality of the DSL broadband access to support stringent IPTV requirements is key in retaining customers and driving additional revenue services.
The impact of quality in IPTV is not only applicable for the installed base of DSL, as DSL penetration continues to grow and IPTV requirements become more stringent, IPTV over DSL solutions are met with increasing challenges:
• Increasing bandwidth demand as HDTV and 3DTV content become popular
• The number of televisions in the home is growing
• Customer expectations of service responsiveness and selection are growing
How can IPTV over DSL meet these expectations and challenges while simultaneously facing competitive TV services offered by cable and satellite technologies? The Broadband Forum’s Technical Report TR-126 addresses requirements for QoE and QoS for triple play (Voice, Video and High Speed Internet) services. MR-180 discusses several methods to address the Quality of Experience (QoE) challenges faced by a successful IPTV over DSL deployment within a TR-126 context.
Quality of Experience and Quality of Service challenges facing IPTV over DSL
In a customer survey at a European Service Provider with over 500 thousand IPTV users (the majority of them having broadband connection via DSL), quality was the decisive factor in users choosing their Service Provider. In particular issues of viewer control, data/image quality, service interruption/failures, security and privacy were the important quality criteria for the viewers.
The challenge for quality increases even more with deployment of interactive video applications, the advent of 3DTV, support of user-created content and the simple proliferation of multiple HDTV streams to the customer premise. In this context, user-QoE expectations translate into network-QoS requirements such as:
• System reliability: If there’s a failure, how long does it take to recover?
• Signal noise and impairment: will the service stream be delivered free of defects to ensure high quality video?
• System capacity: Is there enough bandwidth to deliver the service to begin with?
• Bandwidth stability: Is the bandwidth stable enough to ensure the sustained delivery of high quality video?
• Transmission delay and variability: Is the video service responsive or is it affected by delay or jitter?
The QoS requirements above combine with the network operator’s operational requirements to define the whole picture; do the benefits of improving QoS exceed the costs to the network operator? These significant operational issues include:
• Complexity of service installation
• Ability to diagnose and repair problems
• Availability of tools that monitor the network and report service status.
In order to effectively address IPTV quality issues, it is important to understand the source and cause of IPTV signal degradation. When distributing video over IP networks, visual artifacts and degradations can be experienced by end-users, as a result of QoS issues due to physical layer transmission impairments or IP transport issues. These degradations and impairments may be due to impulsive noise, cable quality, radio frequency interference, crosstalk and fluctuating noise. Further, these degradations can be exacerbated by the use of an incorrect cable type, or installation practice such as improper home wiring.
While certain degradations affecting the image or sound quality of IPTV can be caused by problems with the DSL physical access, others derive from the video and audio compression parameters chosen at the headend TV and other mechanisms in the other network elements that provide the end-to-end transport. Problems can include packet loss, link failure, or jitter. They can be introduced throughout the network or by the end-user devices; by the TV headend, routers, network engineering decisions and encoder settings. Often, these problems arise as a trade off between reliability of the IPTV stream and the bandwidth requirements of the service delivery network.
Bandwidth and the viewer experience
In the IPTV architecture, compressed video streams range from 1.5 Mbits/s (for SD flows) up to 20 Mbit/s, for HD or 3DTV streams. Common video compressing or encoding techniques are MPEG-2 and H.264. Both define MPEG frames that carry the video streams from the head-end TV all the way to the customer’s set top box.
The figure below summarizes the issues related to QoS and QoE that may be experienced when dealing with an IPTV-based network.
The full version of this report is available from:
http://www.broadband-forum.org/marketing/download/mktgdocs/MR-180.pdf
Comments or questions about this Broadband Forum Marketing Report should be directed to:
info@broadband-forum.org
For more information visit:
www.broadband-forum.org
Cyta’s Undersea Cable Hub in the Eastern Mediterranean
By Mr Constantinos Papas, Development of Cable Facilities and Products, Cytaglobal
Cyprus Telecommunications Authority (Cyta) is the primary telecommunications provider in Cyprus. Its product portfolio covers the whole spectrum of electronic communications ranging from fixed and mobile telephony to internet service provision and broadband applications. Cyta, through its strategic business unit Cytaglobal, is particularly active in the area of international undersea fibre optic cables, providing wholesale products and services on a global basis, and has established Cyprus as a regional telecommunications hub in the Eastern Mediterranean.
Taking advantage of the island’s strategic geographical position, Cytaglobal has developed an extensive undersea fibre optic cable network, which connects Cyprus with the neighbouring countries of Greece, Italy, Israel, Syria, Lebanon and Egypt and thereafter with the rest of the world. This cable network uses state-of-the-art technology and full restoration and diversity and currently includes the following undersea fibre optic systems that land in Cyprus at three separate cable stations, namely Ayia Napa, Pentaskhinos and Yeroskipos:
Two high capacity coastal links TEFKROS and KINYRAS, interconnect all Cyta’s landing stations in Cyprus, thereby securing all-wet routes for regional and international traffic. The two coastal links are further protected with terrestrial SDH self-healing rings. As a major co-owner and Network Administrator of undersea cable systems, Cytaglobal facilitates the acquisition of capacity on systems landing in Cyprus. Through Cytaglobal, owners of capacity in such cable systems, have access to considerable reserve capacity in other undersea cables connecting Cyprus to rapidly developing neighbouring countries. Cytaglobal is continuously evaluating the connection of Cyprus to other planned fibre optic networks the world over. By co-owning, buying or leasing capacity, we participate in many other regional and global undersea cable systems such as AC1, CELTIC, COLUMBUS III, MED NAUTILUS, SAT3, TAT 14 and OTRANTO-CORFU.
Recently, Cytaglobal has reached an agreement with Radius Oceanic Communications Inc to implement a new and important project for Cyprus, the POSEIDON undersea cable system that aims to provide advanced telecommunications facilities to the offshore oil and gas industry in the Eastern Mediterranean region. The POSEIDON system will extend for some 800 km from two shore landings in Cyprus, creating a high capacity self-healing ring that borders the Cypriot EEZ, enveloping the offshore oil and gas lease blocks established for development by the Republic of Cyprus. POSEIDON will enable Cytaglobal to play an important role in providing state-of-the-art telecommunications facilities to the developing energy sector in the Eastern Mediterranean region. Cytaglobal’s partnership with Radius will allow offshore exploration, production and support facilities to reach the world, through Cytaglobal’s telecommunications hub.
Moreover, Cytaglobal is in the process of establishing two new regional undersea cable systems that will connect Cyprus with Syria and Lebanon, respectively. Already a Construction & Maintenance Agreement has been signed between Cytaglobal and its counterpart in Syria (Syrian Telecom) for the ALASIA system, a multi terabit undersea cable, connecting Cyprus with Syria. Cytaglobal and the Lebanese Ministry of Telecommunications are also in the process of establishing EUROPA, a multi terabit undersea cable system connecting Cyprus with Lebanon.
Through its superior global network, Cytaglobal provides a wide range of international telecommunications products, services and total solutions, making Cyprus a major telecommunications hub in the Eastern Mediterranean and an excellent regional electronic communications centre.
For more information please visit:
www.cyta.com.cy
www.cytaglobal.com
Telecom APIs: Bringing Voice Services to the Cloud
Dirk Hermans, VP Research and Development at Voxbone, identifies major opportunities for application programming interfaces (APIs) in the telecom world
Dirk has over 17 years of IT and telecom experience. He joined Voxbone as head of development in 2012. Prior to joining, he held IT architect, project and program manager positions on consulting assignments in fixed and mobile telecommunications and finance sectors.
As a consultant, Dirk worked for AT&T, Belgacom, BT, Libertel and Telenet. He also performed research at IBM Almaden in San Jose, California. He holds a master’s degree in electronics engineering from the University of Leuven.
A fundamental aspect of voice over IP (VoIP) was to separate physical connectivity from telephony services. That change created a fantastic opportunity to treat a telephony service as any other Internet service and bring it to the cloud. Why bring it to the cloud? Doing so allows dot-com businesses to sell online, creating a strong competition market climate with service innovation. It also enables services that spur sales through convenience, such as click-to-call so customers can get an answer right away instead of searching the website for a phone number. Finally, the cloud enables capacity management to truly be dynamic, such as instantly and cost-effectively scaling up a contact center’s inbound call capacity to support product launches or the holiday shopping season.
In today's truly global market, more service providers are choosing to use multiple sales and distribution channels to target the entire market. They are allowing their customers and resellers to add value by aggregating additional services with the ones they're providing. APIs allow them to implement this model by exposing business support system (BSS) and operational support system (OSS) functionality through the API, with the ultimate goal of enabling communications. Sprint, for example, publishes more than 300 APIs.
This model is especially valuable in a wholesale market, where the ability to provision capacity and configure telecom services is consumed by application providers such as cloud PBX players and conferencing providers that build their own distinct services on top of service providers’ advanced telecommunications capabilities. More and more operators understand the technical and commercial value of APIs, but there are still many incumbents that do not expose an automated ordering mechanism to the outside world catered to the wholesale market.
A good API platform drives a community and allows the community to drive the platform in return. The community will provide valuable input about the functionality and syntax for the next iteration of the platform. The key to success is to ask for this input and embrace it. For example, service providers should publicize new APIs and successful client deployments, and devise developer incentive models such as competitions or revenue sharing on orders generated via the API. Service providers also should provide clear code examples, generate client libraries in different languages and – most importantly – document everything.
How easily service providers can offer an API depends on the architecture of their IT systems. When properly architected, adding an API simply means adding another channel into the existing infrastructure, a skin around the apple. This skin should do as little as possible, such as security and DOS attack protection, and some protocol translations between API protocols and the internal systems.
WebRTC is a JavaScript API for initiating communications and is a fantastic example of how an API can bring communications to so many developers by simply lowering the knowledge prerequisites. Three lines of code are all it takes to add telecom features to a Web page, enabling services such as click-to-call functions for contact centers, conferencing platforms or video chats in the browser.
What does this evolution mean for the spectrum of telecom APIs? For one, it will bring added value to the retail players by offering yet another and much easier way of initiating communications. At first sight, this feature plays no role in the wholesale side of telecom APIs because it directly targets the end-user. It will, however, affect the services offered in the wholesale market because unified communications becomes both easier to achieve and richer in features.
In general, there is increased attention towards standardisation in the retail telecom API market, with developments such as the GSMA's oneAPI. It makes a lot of sense to support these standards in a retail market because the services offered are simple (e.g., sending an SMS) and can be consumed by many app developers and offered by many operators. In the wholesale market, the situation is different: Services are more complex (e.g., provisioning which codecs to use and how to handle DTMF), which makes it harder to define a common standard without paying a lot of attention to feature discovery or stopping at the 'lowest common denominator' and defining only the simplest of services. By nature, there are fewer consumers of these wholesale services and fewer providers, as well. Both of these factors explain why we have seen little successful developments in standardizing wholesale telecom APIs.
Recent big data developments hold great potential for telecom service providers. Online CDR analysis and aggregation offer huge internal potential for NOC teams, contact centers, fraud detection departments and other departments. But what's the value of online CDR statistics to a wholesale telecom customer, and how do operators deliver this information to these customers? Big data is just starting to evolve, with the initial deployments inside companies rather than shared with outsiders such as business partners. It's a paradigm shift in many ways and a true example of how technology changes can enable functionality previously impossible to expose, such as near real-time access to massive CDR-based information and statistics.
As businesses continue to explore the potential of big data, they’ll need to explore the role that APIs play in unlocking that potential. Will they offer the results of big data analysis to their customers via a Web portal, or will they offer the data processing as such through an API, thereby enabling the customers to perform their own analysis based on the data? The impact of big data in the cloud will be a fascinating field to be involved with. Finally, if we can drive the immediate feedback of big data back into capacity management via an API, we can implement truly elastic communications in the cloud.
For more information visit:
www.voxbone.com
A Service Delivery Model for Multi-Cloud Environments
Ulrich Schälling, Head of Business Line Telecommunications, FNT, has been working in the telecommunication market in various roles for Alcatel-Lucent for the last 20 years, most of the time in the OSS and system integration business.
Q: In our last issue you mentioned FNT’s new service management product, FNT ServicePlanet. Given that today’s service providers deal with the challenge to implement service delivery models for multi-cloud environments, could you please explain what this involves?
A: Today’s service provider product offerings to residential and business customers are composed of various service items bundled into product packages for service delivery.
In the past, service providers owned most of their service chain. Today, however, CSPs are faced with strong competition and a highly dynamic market environment. Ongoing pressure to cut costs, boost operational efficiency, and offer new and innovative products with reduced time to market will lead to more and more cloud-based service compositions.
From a customer perspective, the service provider is responsible for the service package delivered and is the single point of contact in the event of any requests or complaints. However, the service bundle is typically composed of an array of service items hosted in a multi-cloud environment. There may be cloud-based infrastructure type services, IPTV services, and other applications, as well as security services, hosting of virtual servers and portals, storage capacities, backup & restore, and many other services from different providers, which together make up the final product bundle delivered to the customer.
The first and most crucial challenge for a service provider is to create transparency throughout the entire service chain, across all partners and layers.
Q: How can a better transparency throughout the entire service chain for multi-cloud environments be created?
A: Creating transparency in multi-cloud environments means covering all aspects of applications, as well as service and network resources, in a seamless manner on different abstraction levels according to their origination. As with the customer perspective, the application part of a service is increasingly taking center stage. Service providers need a cohesive view of the applications, servers, and underlying data center management issues in their IT environment, at least for their own production chain. Cloud-based service items are managed on a higher abstraction level, based on the relevant service parameters and service levels, in conjunction with the cloud service provider.
Creating transparency means structuring all the items to deliver a holistic product portfolio and service model. This requires a sophisticated methodology and appropriate software tools to cope with the challenges of the multi-cloud environment.
Q: What are the main elements of the service delivery methodology you are talking about?
A: A practice-oriented product portfolio and service model for service providers should answer all the questions related to a multi-cloud environment, as well as traditional environments. It enables service providers to operate and manage such environments.
The core elements required for a viable service methodology are:
1. The definition of a product and service portfolio: The product portfolio is the summary of all orderable (standardized) products. The service portfolio compromises the ordered (in operation) subset of all contracted services.
2. The service architecture: The service architecture is a standardized way of defining products. They can be offered in various combinations as solutions or business services. The service architecture covers everything from infrastructure technologies to the requirements of the individual customer business services.
3. The product and service documents: The necessary technical and functional documents for the products (within the product catalogue), including the basic infrastructure information. The service documents define contract forms, service descriptions, service level agreements, etc.
4. Role- and process definitions: A clear definition of roles and processes is an important requirement for implementing a service management approach within an organization.
5. Tools: The appropriate software and tools to manage, monitor, and control all elements referred to above.
With our new software product FNT ServicePlanet we enable service providers to reduce the complexity and cost of their service delivery and to accelerate the service management processes.
They obtain transparency regarding their customers and an overview of current services.
This unique solution provides the foundation for defining, managing, and monitoring business services and service assets within internal networks or multi-cloud environments over the entire service lifecycle. We developed the product based on a well-proven methodology from our partner bluEDGE. The methodology is configurable and can easily be adapted to our customers’ needs and methodologies.
Q: Why is such a standardized methodology necessary for service delivery and especially for service delivery in multi-cloud environments?
A: The implementation of standardized software tools and methodology ensures reliable products and high service quality. A service must be defined, controlled, and guaranteed with regard to customer delivery. To provide such services, a provider needs an environment where all guaranteed functions can be assured in a reliable and reproducible way. This includes planning and engineering, as well as service delivery and verification of the services within a service architecture framework.
A service architecture framework makes it possible to avoid the two most common mistakes:
A well-defined service architecture offers a framework for managing the infrastructure layer in relation to the service layer. This service architecture can also be used to manage product assets from external service providers that sell their services to the service provider, as well as for an internal service provider within an organization. It is important to note that the service architecture also describes collaboration between different service providers, e.g., bundling and reselling of internal services or external services.
The philosophy of the service architecture and service methodology is based on one simple statement: “I can only manage what I can measure.” The service architecture offers a key advantage because it combines all these elements and thus creates a customer view (business service view).
The main part of the service architecture resides in a service management database such as FNT ServicePlanet (including the service and business service layer), together with a configuration management database such as FNT Command (for the infrastructure layer and topology).
Q: So a key point for a successful service delivery in multi-cloud environments is the integration between business view, the resource view and other service management tools?
A: Yes, integration matters – Based on the service management methodology, the right tool solution is among the most important elements of an integrated approach for multi-cloud service management.
Service providers typically don’t have all the information they need to:
FNT ServicePlanet is a new, packaged software product that supports the essential overview of a product or service lifecycle. All information required for defining, modeling, provisioning, billing, and operating bundled products consisting of complex service items that are delivered by the organization’s own infrastructure and/or by cloud providers is managed in a central product and service repository. FNT ServicePlanet provides all service-related data to other tools, such as ticketing, service monitoring, or ERP systems. It is the central tool for managing services in a multi-cloud environment.
With FNT ServicePlanet, the product manager defines a product and all the related service elements. The service manager selects the product from a product catalog in FNT ServicePlanet and specifies all the relevant services and configuration parameters. For an in-house infrastructure, the necessary data is provided via seamless integration with FNT Command, the OSS and configuration management solution from FNT. FNT Command maps all aspects of the OSS, IT, and data center infrastructure in a single data model. Other CMDBs could also be integrated via a standard adapter.
For cloud-provided service elements, the service parameters are likewise defined and configured in FNT ServicePlanet. The OLA parameters of these external service elements are exchanged with the cloud providers for the purposes of service level management.
When providing the products or services to the customer, it is important to be able to configure and vary them in several attributes or pre-defined and pre-configured packages quickly and efficiently. All product-related information must be documented and updated over the entire lifecycle. When delivering a product, the configuration of marketing and end customer-related attributes at the service level should also automatically ripple through to the underlying infrastructure components. Specifically, it is necessary to select and provide different infrastructure resources based on service configuration in order to be able to provide the proper product or service to the customer.
FNT ServicePlanet makes it easy to configure services based on the product specification and to set the product‘s explicit attributes. Dependencies defined on the product side are reflected in the selection of attributes, enabling automated instantiation of the product. This allows maximum freedom when providing products and services while ensuring transparency into the underlying resources.
Services delivered to customers need to be covered by legally binding contracts. It is especially important to capture and evaluate all relevant information, including customer data, quotations, contracts, and agreements (BLAs, SLAs, OLAs).
Q: What are the core functions of FNT ServicePlanet?
A: FNT ServicePlanet provides support by way of the following core functionality:
Product and service modeling: Method-based definition and standardization of products and reusable product components
Product catalog: Structuring and production of all available products with all the information and links required for service creation
Service provision: Configuration and rule-based instantiation of all services sold to a customer
Repository: Documentation and generation of historical data for all products, product components, services, and associated information in a central database based on an integrated data model
Reporting and dashboarding: Managing and monitoring the entire product and service lifecycle, including status analysis and automated generation of service trees and product documentation
Connectivity: Integration and adaptation to existing service architectures by linking to service desks, CMDBs, and other components thanks to an open repository and options for easy customization.
The biggest challenge around managing multi-cloud environments is the trade-off between the need to create an attractive, appealing, and easy-to-understand product for the customer and staying in control of the complex reality of the bundled services in the background. In multi-cloud environments, this becomes even more difficult to manage. FNT ServicePlanet and FNT Command can help to bridge this gap.
For more information please visit:
www.fnt.de
InterComms talks to Ulrich Schälling, Head of Business Line Telecommunications, FNT, about a service delivery model for multi-cloud environments. This will help communication service providers and multi-service providers to optimize their time-to-market for new products and to provide cloud-based services in a flexible manner and with consistently high quality, while also keeping costs under control
Network Operators Uniquely Positioned to Connect Clouds
By Dr. Phil Marshall, TM Forum
To say the market for cloud services is exploding certainly is not an overstatement. Enterprise cloud implementations have seen double-digit growth over the last three years, and the market clearly is benefiting from maturing cloud infrastructure, advances in management software, and competitive pricing from infrastructure and software providers. But so far, network operators have been slow to realize their real potential as cloud providers.
Today, the cloud services market is dominated by over-the-top (OTT) providers like Amazon, which has been quite successful in gaining market share through low-priced solutions with user-friendly application program interfaces (APIs). But Amazon and companies like it lack a critical piece of the cloud services puzzle: infrastructure. Network operators, on the other hand, have infrastructure and network connectivity in spades.
As it turns out, network operators are in a prime position to become managers of hybrid and multi-cloud environments. Whereas OTT cloud service providers tend to concentrate on moving workloads between public and private clouds, operators can manage both cloud environments and the inter-connecting networks. For example, a single enterprise is likely to want to use private cloud for vertical applications like financial control but public clouds for burst capacity for less sensitive R&D and marketing campaigns.
Network service providers cannot afford to focus only on general cloud solutions – they simply can’t compete with what’s already available from OTT providers. Instead, they need to focus on delivering solutions for those applications that need high performance and managed connectivity between public and private clouds.
One of the best approaches for operators may be to embrace Platform as a Service (PaaS) to integrate with and federate the offerings of providers like Amazon and Rackspace, differentiating their services by network and connectivity-related service level agreements (SLAs), and localized functionality where appropriate. This is a particularly good strategy for smaller network operators, especially where they lack Infrastructure as a Service (IaaS) offerings. They can provide a channel to market for OTT players or Software as a Service (SaaS) providers and integrate the third-party services directly into their own Operational Support Systems (OSSs).
The problem, however, is that the network operators don’t seem to realize they should not be focusing on competing head-to-head with companies like Amazon. TM Forum’s prima facie research gathered from surveys* and in-depth interviews with network operators around the globe has found that only about 25 percent of operators understand the importance of offering managed, multi-cloud environments. That number has got to improve if network operators have any hope of succeeding as cloud providers.
Operator targets for IaaS
In addition to focusing on providing connectivity between cloud environments, network operators are also in a good position to deliver certain types of IaaS solutions. Several target markets beg for their expertise:
• Although cloud services can be virtualized on a global basis, regulatory requirements sometimes constrain their reach. Countries like Germany and the U.K., for example, require personal information about their citizens to be stored and managed locally, where network operators already have facilities.
• Applications with low-latency requirements such as virtual desktop, videoconferencing and financial services are a potential sweet spot for network operators because they have end-to-end control over network and cloud ecosystems, coupled with a local market presence. That means network operators can offer superior service performance compared with OTT providers.
• Network operators can excel at providing brokerage for small and medium enterprises (SMEs). By having a local presence they are better positioned than the OTT players to deliver cloud brokerage services to SMEs, which often lack internal IT organizations and are not well served by OTT companies.
• Unified communications services that leverage communication-centric protocols such as Session Initiation Protocol (SIP) are a good services for network operators to provide because they are heavily dependent on reliable communications infrastructure, which is at the heart of the operators’ legacies.
Overcoming obstacles
While operators may still be a little in the dark about where their real strength lies, they are clear about the many other challenges they face in delivering cloud services including: service management; integration with legacy infrastructure, particularly OSSs; partnership strategies; keeping up with innovation; and embracing commodity hardware and open-source software solutions.
Two-thirds of respondents to TM Forum’s network operator survey said they recognize that service management strategies are challenging or somewhat challenging, which is a serious issue because it is key to differentiating their services. Survey analysis also makes it clear that operators must embed the idea of providing IT services across their organizations and pay close attention to maintaining an end-to-end service strategy.
Network operators are encumbered by legacy IT systems and organizational structures and are daunted by transformation of their own complex IT infrastructure, which typically been deployed over many years, with overlapping functionality, proprietary in-house developments, entrenched operational models and complicated workflows.
Unless they are upgraded and virtualized, legacy platforms and service offers will have a tremendous impact on integration costs for cloud service rollout over the next three to five years. TM Forum's Frameworx suite of standards-based tools and best practices aims to help operators address this challenge in particular.
Embracing the IT services ethos is also difficult for network operators because they have little experience. They will have to evolve from their telco roots to better serve the IT industry’s needs, positioning solutions to appeal to enterprises’ IT organizations. To compete on price, operators must ensure their service management is highly automated and supports open-source software and commodity hardware as both are becoming commonplace in enterprises’ cloud implementations.
Network operators also must position themselves to act as efficient partners in the cloud services ecosystem. Almost 80 percent of survey respondents believe that multi-cloud environments must be designed to include multiple partners including OTT providers (see figure), which is a huge challenge in itself. They also believe that managing the exposure of sufficient operational and management information for third-party application developers and end users will be difficult.
In the end, cloud services have tremendous revenue potential for network operators, but to realize it they must clearly define the markets most likely to benefit from their unique expertise. They must also make a concerted effort to modernize their support systems so that they can quickly and efficiently provision and bill for cloud services. The companies that manage to do both are the ones that will succeed in becoming more than just bit-pipes.
This is an excerpt from TM Forum’s Insights Research report, “Multi-cloud migration: How operators can still seize the day,” by Dr. Phil Marshall, TM Forum. The full report is available at . See TM Forum in action at Digital Disruption 2013 in San Jose, Calif., Oct. 28-31. GTB readers can receive 15% off a gold pass - simply use voucher code PRPM3L when you register at www.tmforum.org/dd13GTB.
This article is excerpted from TM Forum’s Insights Research report, “Multi-cloud migration: How operators can still seize the day,” by Dr. Phil Marshall and published by TM Forum. Check out the full report at: www.tmforum.org/ResearchPublications/7097/home.html#TRCPublications/Link51754 and see TM Forum in action at Digital Disruption 2013 in San Jose, Calif., Oct. 28-31.
Register today at www.tmforum.org/dd13.
For more information visit: www.tmforum.org
Infosim Announces Broad Expansion in the Americas
InterComms talks to Neal McCreesh, Infosim Vice President Americas, about how Infosim’s StableNet® has arrived in the Americas and is taking the Telco and Enterprise market by storm
Neal McCreesh has over 25 years international business experience. Previously, Neal held executive and board member roles for several enterprise software companies, including driving business growth for Crannog Software as Senior Vice President North America. Under his leadership, Crannog’s revenue grew by over 2000% and Neal initiated the successful sale of Crannog to Fluke Networks. Neal also was Co-Founder and COO of Marrakech, an Irish Technology company subsequently sold to AMT-Sybex of the UK. Under his direction, Marrakech grew from business plan to over 250 employees with global operations in a two-year period. During this time, Marrakech raised over $50 million in venture capital and investment bank funding. Neal holds a degree in Aeronautical Engineering from Queens University Belfast, a Master’s in International Business from Trinity College Dublin along with executive training at IMD Lausanne, Switzerland and Babson College Boston.
Q: What decision led to Infosim’s Americas expansion?
A: The decision was based on an ongoing 18-month conversation between myself and Infosim’s CEO Dr. Stefan Koehler. The Americas expansion had been strategically delayed for quite some time to avoid the mistake many fast growing companies make of “too early to market and not ready”. From my past experience, I’ve learned it’s very important to have adequate resources and a fully tested proven product that delivers undisputed value and a fast ROI to customers in the North American Market. We didn’t want to arrive early and suffer from a lack of resources and credentials needed for successful market entry. Since 2003, Infosim has been continuously designing, developing and providing StableNet® a highly scalable single unified Network Management application for asset configuration, performance and fault management. The Americas market has never seen such a comprehensive solution. Most customer “feature requests” to other vendors are standard out-of-the-box features for StableNet®. The Americas expansion also benefits from a very strong global customer base that has been established for over a decade. The Americas expansion is a natural progression of the Infosim global business strategy that has grown from great customer and partner relationships formed throughout Europe and Asia. Companies such as BMW, T-Systems, Lidl, Nucleus Connect, Vodafone, Cable & Wireless, Bank of America have StableNet® deployed.
Q: What was the inflection point for the Americas expansion to go full speed ahead?
A: The growth of strong customer relationships developed in Europe and Asia over the years and the positive reception from testing the Americas market at Cisco Live San Diego in 2012 was a defining moment for Infosim. John Olson, VP of Technical Services and I had been working as consultants to Infosim. Based on our experience working with Fortune 1000 global organizations as well as government and educational institutions we knew the time to go full speed ahead was now. We incorporated Infosim Inc. in Texas and shortly thereafter we were featured in Enterprise Management Associates Radar Report. EMA’s stringent criteria evaluated Infosim as a best-in-class highly scalable solution for functionality, architecture, deployment, vendor strength and cost advantage. We earned EMA’s designation of Value Leader for ENMS solutions within the large deployment group of vendors. We also won special recognition for best virtual networking management. After market analysis, it was decided the Americas expansion would be anchored by establishing headquarters and technical training facilities in Austin, Texas.
Q: Can you give me some examples of why you selected Austin to headquarter Infosim Americas?
A: Austin is a great location for many reasons. High-tech experienced talent, culture, climate, Central Time Zone all help facilitate coast to coast business. Google, Samsung, AMD, Apple, Applied Materials, Cisco, Dell, IBM, Intel, 3M, VMware, Ixia, Solarwinds, Uplogix plus many startups headquarter or place a large portion of operations in Austin so Infosim joins a vibrant ever developing high-tech scene.
Q: What major event accelerated the decision to scale the Americas expansion plans?
A: Infosim has climbed a steep hill to grow name and brand recognition in the Americas. Cisco Live events have been a major annual event that has helped us. The overwhelming positive market response from Cisco Live San Diego 2012 merited a larger presence at Cisco Live Orlando 2013. We had a very large exhibition space this year with many attendees walking up to learn more about us. StableNet® and the unified approach to Network Management that it brings is an industry first and Cisco Live attendees took note. Of particular interest was StableNet®’s Network Configuration and Change Management module, which resonated well with large enterprise customers in need of scalable real-time configuration backup and policy checking among other features. At Cisco Live Orlando we also revisited with prospective customers from Cisco Live San Diego 2012, several have chosen to engage with us on proof of concepts to displace expensive solutions that aren’t getting the job done.
Q: How are you reaching Telco and Enterprise decision makers?
A: The delayed entry strategy into the Americas until we can get an “open ear” to decision makers has paid off well for us. The Infosim team has known all along the best way to get to decision makers is to go to market with strong technical features, comprehensive support, and offer an improved experience for customers from the initial conversation. The decision makers visiting with us at Cisco Live validated our long term growth plans and have even made suggestions that we have listened to so we can continuously improve based on customer feedback and expectations. Our focus is on building long term customer relationships in addition to productive partnerships.
Q: What is Infosim’s approach to partnerships in the Americas?
A: In the Americas, we have - among others - partnerships with Interlink, EMA, Ixia and Network World. Channel partners are very important to us. Our approach is to develop and protect highly valued channel relationships as partners are in many cases the first contact point for our customers. It is important that our partners are fulfilling the expectations of their respective StableNet®’ customers. Infosim very much focuses on quality over quantity in our partner relationships.
Q: What is the next phase for Infosim Americas?
A: The next phase is to increase the dedicated sales teams for the regions, adding to our pre and post engineering support teams, ramping up marketing and examining the location of our global 24/7/365 support operations. New Austin offices for 20+ people in addition to training facilities have already been established so our next phase is planning for additional growth.
Q: What does Infosim offer for technical training?
A: Infosim offers the Infosim Certified Engineer (ICE) and the Infosim Certified Administrator (ICA) training program. ICE trained professionals for example work in medium to very large Enterprise and Telco network environments. ICE Certified Engineers also understand the value of unifying network management duties by leveraging automation using StableNet® as the platform of choice. We are happy to offer this ICE/ICA training now also in the Americas. Infosim is committed to expanding our role of facilitating Network Management knowledge based on proven best practices we have learned from StableNet® global deployments.
Q: What technical requirements and type of projects is Infosim Americas engaged in?
A: Infosim StableNet® is taking the Americas by storm. We are exceeding technical requirements in very large projects. As you see by the before mentioned references, we are active in large Enterprise and Telco environments. But also large government networks are coming more and more into our focus. For example, school districts which need to enhance their network monitoring due to a large increase in wireless connectivity in their schools. StableNet® will do device and interface up/down monitoring as well as utilization, capacity planning and trending, Netflow analysis, VoIP monitoring and more. Large Telco’s often need an advanced element manager for thousands of deployed devices where the manufacturer doesn’t supply an umbrella ENMS solution. StableNet® can perform network discovery, asset management, network configuration and change management, performance and fault analysis – all in a single unified view for ease of use and deployment. Global companies need that view into a variety of different manufacturer switch/routers to ensure compliance standards. StableNet® provides a high volume Netflow analysis, performance and fault management, as well as configuration management - all customizable from a single unified view. We have Federal and DoD customers knocking at our door with projects that demand massive scalability. Some projects are already active in highly sensitive facilities where we are exceeding the most demanding technical requirements.
For more information about Infosim, visit:
www.infosim.net
Triple Play Support Automation
InterComms talks to Solvatio about how they are improving subscriber experience and reducing Opex
Customer support efficiency, generally measured by MTTR and cost per call, is increasingly challenged by the complexity of troubleshooting triple play services. Support organizations and their helpdesk agents get literally flooded by a growing number of automated data sources (from service outage monitoring via sophisticated physical line testing all the way to remote scanning of home device configurations), that presumably enable rapid identification of even exotic failure locations. Reality looks very different though: most support departments find themselves struggling with degrading first call resolution rates, prolonged MTTR and rising cost per support call, even for extended periods of time following the market launch of a new service offering. In a nutshell: Growing complexity of communication services jeopardizes customer problem handling efficiency and subscriber experience.
In search of new concepts, allowing them to keep pace with increasing service complexity, a growing number of customer support departments decided to leverage the potential of smart troubleshooting automation. The idea behind the concept: establish a powerful set of automated support flows, rapidly designable and deployable for runtime execution, thus assuming the complex task of well-structured root cause analysis and fault resolution while reducing support agent ‘freestyle’ to a minimum. Innovative solutions for troubleshooting automation do not only ensure that smart diagnostic decision-making is consistently applied across all customer support touch points (i.e. self service, helpdesk, back office and field service etc.) but also provide the basis for continuous improvement of future troubleshooting quality. Systematically applied diagnostic procedures, automated data interpretation and consistent collection of relevant troubleshooting details across ALL support cases prepare the ground for statistical analysis and continuous diagnostic improvement.
The results are impressive: dramatically improved efficiency in customer problem handling (e.g. reduced agent interaction, shorter MTTR, dropping number of field calls) combined with greater agility of customer support departments when adapting to changing support requirements (i.e. introduction of new communication services and technologies, constantly accompanied by emergence of additional diagnostic data sources).
For more information how to improve quality
and reduce Opex: www.iisy.de
Cutting Edge C3 Communications
InterComms talks to Siemens who explain their new IDFS Solution
Public safety, energy, transportation and security organizations – all these entities are facing the challenge of managing their operational fleets at the highest level of security, reliability and effectiveness, regardless of the network technology used. However, meeting this challenge is possible only when a state-of-the-art control center is used which enables these highly-complex operations.
A control center has to provide a vast number of features to make the dispatching process as efficient as possible, give the operator intuitive access to all the necessary information and functionalities and be easy to operate. Communication between the control center and field staff has to be reliable and always guarantee the required level of security.
Siemens’ Integrated Fixed Dispatching System (IFDS) is a cutting-edge C3 (Command Control Communication) solution, which easily integrates all network technologies and combines them with a fully-integrated Automatic Vehicle Location System (AVLS) as well as user-friendly geo-fencing features.
With IFDS, calls to different networks, such as TETRA, GSM-R, PBX, VHF, UHF or analog networks, can be easily initiated in one step. And in just one more step users can be put together in a conference call.
The solution offers comprehensive role management, and parallel roles, as those known in the GSM-R world, are transferred into the general Professional Mobile Radio (PMR) environment, allowing new user scenarios and opening up new opportunities!
IFDS offers a modern multi-network Communication Command and Control platform. It utilises all major functionalities relevant for various business segments, such as role management and call and data control features, which are enhanced by resource tracking. All these features as well as a wide range of network interfaces of multiple infrastructure providers, TETRA, GSM-R, E1/DSS1 and SIP-based PSTN/PBX networks, or analog legacy networks are integrated into a unified control system.
Its comprehensive architecture supports tailor-made solutions that meet customer-specific needs. System deployments, starting from small single-client setups, are able to be extended to nation-wide client/server configurations. This scalability allows smooth system extensions as the customer network grows.
The graphical user interface supports modern touch-screens, providing easy and intuitive access to a wide range of valuable features.
IFDS is used as a logistics and operational control center, making it possible to control and manage various resources in the field, such as staff, vehicles and vessels.
A characteristic feature of our solution is its central server with a business-logic approach, supported by thin java-based clients. With its internal IP-based architecture and packet-switched message routing strategy, it protects your investments by ensuring easy and smooth migration to an all-IP future. IFDS utilises proven IP technologies, while also supporting legacy voice interfaces (E1, analog ...). In addition, it is designed to run on widely-used COTS (commercial off-the-shelf) market hardware components, fulfilling high-reliability requirements.
Dispatching systems have many common tasks and characteristics, independent of communication technologies and application areas. Siemens IFDS has been developed on top of multi-technology and multi-vendor platforms. It inherits a wide range of proven features and functionalities of the common platform, such as role, subscriber and data management. Furthermore, it manages all data related to operational fleets, groups and individual subscribers from multiple networks and facilitates voice and data communication for the field staff, e.g. security forces, drivers, field services personnel or shunters.
The common dispatching application for various communication networks terminated directly in the IFDS server components provides unique and effective and efficient tooling for the operators.
IFDS is a comprehensive, feature-rich, highly reliable and scalable dispatching solution. It is also customisable for all industries with critical communication tasks, as for instance, the public sector, transportation and industrial environments.
Characteristics & Features of Siemens IFDS
Integration of radio and IP – minimal investment and operating costs
Integrated Fixed Dispatching System used for TETRA runs either as a radio dispatcher configuration, a single-line dispatcher or in a client-server architecture. In radio-dispatcher mode, it connects to the TETRA terminal, using standardized interfaces, while in line-dispatcher mode it also adapts to vendor-specific interfaces. Therefore, IFDS is highly scalable and flexible – keeping your initial investment safe long into the future.
Applications – easy integration into your network
IFDS allows the smooth integration of third-party applications into your network. It provides a simple interface and protocol for accessing all basic services and features, such as call handling and control, data handling, as well as control of and access to gateway databases. Hence, new applications can be integrated as plug-in without the need of detailed knowledge of interfaces, and they can be fully integrated into the IFDS workflow. In addition to voice dispatching control and communication capabilities, it supports integration and processing of other data sources, like, for example, tracking systems. ”Automatic Vehicle Location“ (AVL) permits the central administration of all geographical data of subscribers equipped with GPS-enabled terminals.
Enhanced function - efficient and effective
• Dynamic train list
• SMS/SDS text templates
• SMS/SDS history
• Call history
• Background call handling
• Event logging
• Local voice recording
• Configurable automatic call answering
• Phone book and lists of favorites
• Dynamic role management
• Role/user-specific environment
• Efficient alarm and control functions
• In case of GSM-R: fully compliant to EIRENE and MORANE standards
Smart architecture - redundant and future-proof
• Thick server/thin client architecture
• Fully redundant server cluster
• Based on COTS hardware
Graphical User Interface (operation client) - intuitive and easy to use
• Direct, intuitive and user-friendly
• Dedicated areas for call handling, audio-equipment handling, event checking, text message handling, role management and system-status monitoring
• Intelligent support for call and SMS/SDS-handling, e.g. function number wizard for GSM-R
• Indication of ongoing events and subscriber status
• User and role-identification
• Dynamic role switching
• Enhanced drag and drop control
• Multi-monitor support
• Touch-screen support
• Multi-language support
• Pre-configurable environment
• Several categories of operation terminals
For more information visit:
www.siemens.at/cmt, www.siemens.at/saas4telco,
www.siemens.at/sirioss-cport
Leveraging Network Data for CEM
By Rob Rich, Managing Director, Insights Research, TM Forum
Rob Rich is managing director, Insights Research, TM Forum. He has more than 15 years’ experience in market research and consulting, and an extensive knowledge of various aspects of telecommunications. With over 900 member companies, TM Forum is the largest global trade association focused on bringing together the digital ecosystem, including communication service providers, digital service providers and enterprises, with the goal of enabling an open digital world. For more information on this topic, visit TM Forum’s Quick Insights Research report, “Customer Experience: Leveraging the Wealth of Network Data,” at:
www.tmforum.org/ResearchPublications/7097/home.html.
Network data is both a blessing and a curse for network operators. It is a challenge to collect and store, and an even bigger challenge to sift through and correlate customers’ data with data from other sources, including other networks or clouds. The payoff for doing so can achieve two things service providers need and which are tightly linked: improved customer satisfaction and better informed decisions about network investment.
Companies at the cutting edge of technology have a particularly difficult time maintaining customer satisfaction. The speed of innovation presents challenges in product marketing, pricing, delivery, customer education, demand, service complexity, support and network planning. Too often fierce competition forces them to over-promise and under-deliver, and severely limits profit margins. In turn, this drives their need to be increasingly efficient and wise in building capacity to meet demand and quality expectations.
For communications service providers, reliable connections and good coverage are the fundamentals of providing good customer experience; poor or no service is the ultimate bad experience. Nothing angers customers like not being able to do what they want, where and whenever they want to do it. Operators clearly have understood this.
What Service Providers are Saying
Last year, TM Forum’s Insights Research conducted in-depth interviews with 18 service providers, convergent and wireless, from all over the world to understand how service providers are viewing customer experience. Some 94 percent of respondents identified the main driver of customer experience as being to increase customer satisfaction, replacing cost reduction by a substantial margin. It had been the top criterion since the Forum started to survey customer experience in 2008. As service providers said, they are turning their focus to differentiating themselves and improving long-term profitability; both are perceived benefits of good quality experiences.
Next the respondents said they believe customers rank price and coverage (now and two years’ time), as the joint-first most important aspects of customer experience. Capacity slid down the rankings, but perhaps this is perhaps a poorly understood term from the customers’ point of view, and has been replaced by quality as the third most important attribute, particularly data quality. In fact, quality accounted for the attributes in slots three, four and five as they distinguished between device/service, data and voice. So in aggregate, quality is a top attribute for customer experience.
Keeping customers happy, though, is beyond what the industry describes as experience, which is real-time and cumulative. It differs from customer satisfaction, which is broader and less volatile. One bad customer experience may not negatively affect a customer overall, but prolonged dissatisfaction, based on continuing poor experiences is disastrous.
The ideal is to prevent bad experiences – and therefore dissatisfaction – but the way the industry addresses this at the moment is immature: It is typically piecemeal, and too cumbersome and slow to be effective. There is recognition of this in the industry and a collaborative initiative is underway to develop best practice in the form of a Customer Experience Maturity Model. The goal of customer experience management is customer engagement. This means how the customer has been treated, based on the sum of each customer’s experiences (or engagement level), over the whole time they’ve been using a product or service, and in the context of what other products and services they use.
Getting to this level involves an intricate combination of pre-defined metrics, data collection, correlation and action – both pre-emptive and reactionary – and network data. Already, in theory, networks can be managed and monitored and made to respond fast, sometimes in real time. The network also generates the data that allows service providers to glean far greater insight and detail than a customer satisfaction survey. It could be used to remotely tweak a service to meet a customer’s immediate need or monitor performance as they consume a service to ensure it is meeting their expectations. The practice will take more work.
Clearly identifying the source of problems, assessing their short- and long-term impact, prioritizing actions and investing to deliver maximum benefit to customers is essential. According to performance data collected by Actix from eight mobile networks from four continents, featured in its 2013 State of the Radio Access Network report, 80 to 85 percent of customer experience issues occur in the RAN, and only in only 15 percent of network locations.
The report also showed that in areas of congestion, poor data performance is perceived as a bigger issue than voice, particularly if video streaming is not possible. This is an issue in most networks, as it is often the case that 5 percent of locations carry more than 50 percent of the total traffic, resulting in congestion.
It is especially worrisome for network operators whose customer base is adopting smartphones at an increasing rate each year, given that each new generation of smartphone adds 10 percent to 20 percent to the data consumption per subscriber. Further, 85 percent of these smartphone connections are for data purposes only. Voice accounts for only 15 percent, so in congested areas it doesn’t matter much if phone calls are going through; 85 percent of users will be having a bad experience.
As network operators roll out LTE or grow other parts of their networks, having the right network performance data is crucial. What is the right network performance data? It is a combination of network availability, capacity, throughput, location, time-of-day, customer identification, usage profiles and customer segmentation, which begins to sound a lot like a big data requirement.
Finding the Hidden Issues
There also is a hidden data traffic issue of which customers are unaware, with devices or the apps on them automatically initiating seven out of 10 data sessions, Actix found. The continual polling for updates, up to 10 connection requests per hour from each social app such as Facebook or Twitter, puts an additional strain on capacity, even if each request generates only 50kbps of data.
On the other hand, this gives operators the opportunity to monitor these sessions for failures and can help them identify issues before a user is aware of them. Identifying an issue, however, is not enough. It is important to know who is having an issue and for how long. It is important to know if they are high-volume, high-value customers or occasional, low-value users who get sent to the back of the quality-of-service line. Of course this ‘low-value’ user might also be the elderly relation of a high-value business customer; an added complication.
Different systems in different departments store data which impact customers’ experience, in different formats. Different departments use different extraction tools to access it, making integration and synchronization difficult if not impossible for what needs to be a real-time solution. It also is a problem of ownership, responsibility and governance of the data. Deciding if the customer service lead or IT is in charge of coordinating the full view of the customer and evaluating their experiences can be contentious.
This is an operational issue because the network data holds the key to getting as close, physically, to the actual experience and the ability to react in real time. IT can also combine and correlate the data into something that is actionable, based on what is already known of the customer.
Another huge barrier identified by respondents in TM Forum’s survey is end–to-end control. Controlling customers’ experiences across multiple networks, over-the-top providers and unofficially supported devices is bound to become a bigger issue as services and applications become increasingly fragmented. The multi-cloud environment poses a new challenge to exerting the kind of control over the experience that will be required.
Respondents to TM Forum’s survey singled out active buy-in and participation from top management as the single most important factor to operators succeeding in taking a data-centric approach to customer experience management. It has to be cross-functional and enable the sharing of data, which means someone upstairs has to ensure inter-departmental priorities and rivalries don’t derail the initiative and that everyone uses common best practices. Besides, top management will need the insights for their decision making.
Data management was the second most important success factor according to the same survey. It’s importance may have risen because of its enormously growing volumes and complexity. Once process, practices and algorithms are established to leverage the data, it may be a good idea to reinstate project governance to the second spot it held the previous year, and perhaps even the first.
Close Surveillance Required
Data-driven customer experience programs will require constant and close surveillance to ensure the greatest benefits are being derived while the greatest care is being taken with customer privacy and performance concerns. Use cases for customer experience management through network data analytics are going to get increasingly complex, with customer and network data dispersed across different clouds and different content or app providers. It will be hard to track performance, let alone the performance of individual’s products and services.
Data is both part of the problem and part of the solution to doing this successfully. Service providers are starting to get a handle on the volume and complexity of data being generated, but an important factor in determining experience will be consistency. To deliver consistent quality, there must be consistency in the metrics used to determine that quality.
Cisco Global Cloud Index: Forecast and Methodology
Extract from the Cisco® Global Cloud Index: Forecast and Methodology, 2011–2016 White Paper
The Cisco® Global Cloud Index is an ongoing effort to forecast the growth of global data center and cloud-based IP traffic. The forecast includes trends associated with data center virtualization and cloud computing.
Forecast Overview
Global data center traffic:
Data center virtualization and cloud computing transition:
Global cloud traffic:
Regional cloud readiness:
Evolution of Data Center Traffic
In just the past year since the first Cisco Global Cloud Index was released, the industry has seen cloud adoption evolving from an emerging technology to an established networking solution that is gaining widespread acceptance and deployment. Enterprise and government organizations are moving from test environments to placing more of their mission-critical workloads in the cloud. And for consumers, cloud services offer ubiquitous access to content and services, on multiple devices, almost anywhere network users are located.
Qualitatively, the main drivers for cloud adoption include faster delivery of services and data, increased application performance, as well as improved operational efficiencies. While security and integration with existing IT environments continue to represent concerns for some potential cloud-based applications, a growing range of consumer and business cloud services are currently available. Today’s cloud services address varying customer requirements (for example, privacy, mobility, and multiple device access) and support near-term opportunities as well as long-term strategic priorities for network operators, both public and private.
Quantitatively, the impact of cloud computing on data center traffic is clear. It is important to recognize that most Internet traffic has originated or terminated in a data center since 2008. Data center traffic will continue to dominate Internet traffic for the foreseeable future, but the nature of data center traffic is undergoing a fundamental transformation brought about by cloud applications, services, and infrastructure. The importance and relevance of the global cloud evolution is highlighted by one of the top-line projections from this updated forecast — by 2016 nearly two-thirds of data center traffic will be cloud traffic.
Global Data Center IP Traffic:
Nearly Four-fold Increase by 2016
Figure 1 summarizes the forecast for data center IP traffic growth from 2011 to 2016.
The Internet is forecast to reach the zettabyte era in 2016, but the data center has already entered the zettabyte era. While the amount of traffic crossing the Internet and IP WAN networks is projected to reach 1.3 zettabytes per year in 20161, the amount of data center traffic is already 1.8 zettabytes per year, and by 2016 will nearly quadruple to reach 6.6 zettabytes per year. This represents a 31 percent CAGR. The higher volume of data center traffic is due to the inclusion of traffic inside the data center (typically, definitions of Internet and WAN stop at the boundary of the data center).
The global data center traffic forecast, a major component of the Cisco Global Cloud Index, covers network data centers worldwide operated by service providers as well as private enterprises.
Data Center Traffic Destinations: Most Traffic Remains Within the Data Center
Consumer and business traffic flowing through data centers can be broadly categorized into three main areas (Figure 2):
The portion of traffic residing within the data center will remain the majority throughout the forecast period, accounting for 76 percent of data center traffic in both 2011 and 2016. Factors contributing to traffic remaining in the data center include functional separation of application servers, storage, and databases, which generates replication, backup, and read/write traffic traversing the data center. Furthermore, parallel processing divides tasks and sends them to multiple servers, contributing to internal data center traffic.
The ratio of traffic exiting the data center to traffic remaining within the data center could be expected to increase over time, because video files are bandwidth-heavy and do not require database or processing traffic commensurate with their file size. However, the increasing use of applications such as desktop virtualization is likely to offset this trend. In addition, the virtualization of storage and other data center capabilities increases traffic within the data center because functions may no longer be local to a rack or server. Table 1 provides details for global data center traffic growth rates.
Definitions:
A workload can be defined as the amount of processing a server undertakes to run an application and support a number of users interacting with the application. The Cisco Global Cloud Index forecasts the continued transition of workloads from traditional data centers to cloud data centers. By 2016, nearly two-thirds of all workloads will be processed in cloud data centers (Figure 3). For regional distributions of workloads, see Appendix E.
Growth of workloads in cloud data centers will be five and a half times that of the growth in traditional workloads between 2011 and 2016. Traditionally, one server carried one workload. However, with increasing server computing capacity and virtualization, multiple workloads per physical server are common in cloud architectures. Cloud economics, including server cost, resiliency, scalability, and product lifespan, are promoting migration of workloads across servers, both inside the data center and across data centers (even centers in different geographic areas).
To read/download this White Paper in full, please see:
http://www.cisco.com/en/US/solutions/collateral/ns341/ns525/ns537/ns705/ns1175/Cloud_Index_White_Paper.pdf
Reducing Data Center Design
Time from Weeks to Minutes
InterComms talks to Scott Boynton, Senior Data Center Strategy Manager, Netformx
Mr. Boynton provides networking expertise and vision for the development of software to help resellers and service providers become more efficient and profitable. Previously Mr. Boynton spent 14 years as a Product Line Manager for Cisco Systems creating some of Cisco’s most profitable products and solutions, plus 5 years at American Express architecting a global remote access network. He is the holder of six patents and has an M.B.A. in Management Information Systems.
Last spring we discussed the complexity of data center design and the pending Netformx Data Center Designer product release with Scott Boynton, Senior Data Center Strategy Manager at Netformx. We caught up with Scott again to get an update on the launch and to see what early benefits are being received.
Q: Scott, when we last spoke the data center and cloud markets were growing dramatically. Are you still seeing evidence of that?
A: Absolutely, in fact what we are seeing supports the Cisco Global Cloud Index forecast published in this issue of InterComms: cloud adoption is going mainstream and data center demand continues to increase as internet traffic grows. More and more companies are turning to data centers and the cloud to deliver services faster and improve their operational efficiencies. This is a great opportunity for service providers and resellers, but handling the increased demand can be a challenge.
Q: Explosive growth sounds like a “be careful what you wish for” situation. Is handling a growing pipeline of deals the only issue, or has the complexity of data center design continued to increase?
A: Despite the perceived homogeneous nature of data centers, each customer tends to have unique requirements which have to be taken into consideration when building out a suitable solution. If a data center solution provider’s processes are not efficient or rely heavily on manual steps, the increased volume of opportunities can reduce profitability significantly. In addition, even more vendors are competing in the data center space, adding to the number of variables designers have to consider. This is making a complex situation even more complex and poses a key business challenge.
Q: Is Netformx Data Center Designer still targeted to improve efficiency and productivity?
A: Yes, Netformx Data Center Designer reduces complexity by changing the way solution providers design data centers — using application-based configurations and guided selling methodologies. This innovative approach dramatically accelerates the design process, increases productivity, and reduces the potential for human errors.
Q: When did the first release of Data Center Designer come out and what features does it have?
A: Data Center Designer was released as a beta on June 24, 2013 for all Cisco Silver, Gold, and Platinum Edition versions of Netformx DesignXpert. The September 9th release of Netformx Data Center Designer included ApplicationGenius for most mainstream applications and ComputeGenius with Cisco UCS B-Series, C-Series, and UCS promotional bundles.
ApplicationGenius provides a unique guided selling mode for data center solution design that simplifies the process of calculating necessary application resources and deriving compute and storage requirements.
The output from ApplicationGenius is used by ComputeGenius to identify the optimal equipment needed to support the application workloads. ComputeGenius consists of unique solvers for each UCS series that provide the user with four possible answers: Cost Optimized, Optimum Efficiency, Highest Performance, and Promotions. The result is quotes that used to take weeks to complete now only take minutes.
Q: Last spring you spoke about creating an online community for sharing use case templates in the cloud. Has that happened?
A: Yes, we launched an industry-first central repository called the Netformx Online Community where infrastructure vendors and resellers can share application resource templates. Users benefit from accessing existing use case templates delivering sizing requirements in a fraction of the time it takes to research the answers online. They can then quickly build resource requirements for their customer’s unique needs and create winning bids. This ensures faster designs and reduces the need for individual users to have prior sizing knowledge of all applications their customers want to run in the data center. In this Netformx-managed community, users can create their own templates and also rate templates created by others.
Q: Are users uploading ApplicationGenius templates to be shared with the community?
A: Without the template repository, sales engineers use a combination of spreadsheets, documents, and sticky notes on their desk for each design. In addition, vendors have groups of engineers that answer solution provider questions about sizing applications for their hardware.
This Netformx community database gives both users and vendors a way to upload the knowledge of every sizing they have done into the repository via a simple self-help embedded template editor. It literally just takes a minute to create a template that can then be reused by their team or the broader community.
Solution providers have been using the vendor-provided templates as starting points and modifying the resources according to their customer’s needs and based on their deployment experience. This enables them to create quotes more closely aligned to meet their customer’s requirements and they can do it much faster.
The users are seeing real value in posting their own templates for commodity applications in the community. Of course they will only store their “secret sauce” templates locally for use by themselves and their colleagues.
Q: I know that Data Center Designer has just been released, but how has it been resonating with your customers?
A: The initial feedback has certainly validated the approach we have taken — going from applications to compute to storage — and indicates we are filling an important need. We have been adopting some excellent suggestions from our users as they gain experience in using Data Center Designer. For example, we have just added UCS Promotion Bundles in ComputeGenius, giving an additional promotion optimization option for Cisco B-Series and C-Series solvers. This makes it even easier for users to factor in Cisco promotions as they design a solution.
Q: So, is Data Center Designer changing the methods your customers have traditionally used to design data centers?
A: Many of them have used the Netformx UCS Advisor for years to configure Cisco UCS servers. Now with Data Center Designer they don’t have to figure out the application resources and translate them into a UCS configuration. Instead they use ApplicationGenius and have Data Center Designer automatically configure the proper UCS design. They are telling us this is a huge timesaver.
Q: What other benefits are they seeing at this early stage?
A: Our customers are excited by the amount of time they can save and Data Center Designer’s ability to simplify the design process. By reducing the complexity and automating many of the steps they are able to increase productivity, reduce their reliance on subject matter experts, and create designs that map extremely well to the customer’s requirements. This helps them win more deals, reduce costs, and increase customer satisfaction.
Q: Have they quantified those benefits?
A: Previously, they would need to research vendor documentation, build their expertise, and leverage deals already done to figure out what to order via UCS. Creating the quote was a very manual process often taking weeks to complete and prone to errors or misalignments with company best practices. Instead, Data Center Designer’s application use cases calculate the UCS needs in minutes.
Q: What additional capabilities and features are your customers asking to see in Data Center Designer?
A: Now that they have seen the power of our approach they are just starting to share their ideas for new features that would make their jobs even easier. In the near term they would like to have more templates in the Netformx Online Community. They are also looking beyond ApplicationGenius and ComputeGenius, wanting us to add tools to determine storage and networking requirements so they can size VSPEX and Flexpod solutions. Another request we are getting is to add multiple server vendors into ComputeGenius.
It is refreshing to hear their enthusiasm and validation for our Data Center Designer roadmap. We are actively pursuing and prioritizing the enhancements they have suggested, so stay tuned!
Thank you Scott for sharing the latest information on creating data center infrastructures.
For More Information:
Netformx Data Center Designer:
http://www.netformx.com/data-center-designer
Netformx: www.Netformx.com
On “Big Data”
The Challenge of Managing Big Data, Steve Goodman talks to Martin Adolph of the ITU
Martin Adolph is a Programme Coordinator at the International Telecommunication Union (ITU), the United Nation’s specialized agency for information and communications technologies (ICT). Working in the Policy and Technology Watch Division of ITU’s standards bureau, Martin is responsible for surveying the ICT environment to capture new topics for standardization activities. Fascinated with innovation and new technologies, he authored Technology Watch reports (http://itu.int/techwatch) on biometrics, cloud computing, gaming, e-learning, sensor networks and other topics. Martin is coordinating ITU-T activities in the area of intelligent transport systems (ITS) and machine-to-machine communications (M2M). Martin holds diplomas in Computer Science from Dresden University of Technology and Engineering from Ecole Centrale Paris.
Q: Between texts, tweets, mobile commerce, GPS, telecom, etc, I have read that it is now something like upwards of 2 quintillion bytes of data being generated daily. What exactly do we mean by “Big Data” and want challenges is it creating?
A: In our upcoming Technology Watch report, Big data – big today, normal tomorrow, we describe Big Data as a composite term describing emerging technological capabilities in solving complex tasks. It has been hailed by industry analysts, business strategists and marketing pros as a new frontier for innovation, competition and productivity. The hype around big data looks set to match the stir created by cloud computing where existing offerings were rebranded as ‘cloud-enabled’ overnight and whole organizations moved to the cloud.
However, putting the buzz aside, big data has transformational capabilities and motivates researchers from fields as diverse as physics, computer science, genomics and economics – where it is seen as an opportunity to invent and investigate new methods and algorithms capable of detecting useful patterns or correlations present in big chunks of data. Analyzing more data in shorter spaces of time can lead to competitive advantage and better, faster decisions in areas spanning finance, health and research.
What’s clear is that global standards are a key missing ingredient, perhaps one of the biggest challenges in terms of global adoption of big data solutions in a wider range of scenarios.
Q: And, it is not only the volume of Big Data that creates challenges, it is its complexity, isn’t that correct? We are dealing with a combination of structured data like banking and ecommerce transactions, and unstructured data such as text and video, and everything else in between, can you elaborate?
A: Much of the growth of data is unstructured data, making it critical for systems to be able to process it efficiently and to correctly determine the meaning contained within it. For example, emails and text messages as well as audio and video streams are some of the largest categories of unstructured data today. This type of unstructured data continues to grow unabated, making the efficient processing of it critical to the continued success of business analytic processing systems.
Health, science and transport are likely to be major contributors of data and thus users of big data applications. Imagine that with medical image archives growing by 20 to 40 per cent annually, by 2015, an average hospital will be generating 665 terabytes of medical data each year. Comparing the effectiveness of a treatment on a population-wide base, considering thousands of factors, yields far better results than would the same analysis for a dataset of 100 patients.
Q: Big data is also ushering a menagerie of new platforms - Hadoop, NoSQL, in-memory, and graph databases, for example, alongside existing platforms such as MPP RDBMS, columnar, and dimensional databases. What challenges do these create in terms of IT integration and lifecycle management?
A: Achieving the big data goals set out by business and consumers will require the interworking of multiple systems and technologies, legacy and new. Technology integration calls for standards to facilitate interoperability among the components of the big data value chain.
Our Technology Watch report details some of the standards initiatives in the space and identifies some areas in which ITU members can accelerate their work.
Q: So we have the challenges of transmission, storage, emerging platforms and security of all of this Big Data – what is being done in general to address these kinds of challenges, and specifically by ITU and its membership?
A: With a membership comprising governments, telecommunications operators, equipment manufacturers and academia and research institutes from around the world, ITU is ideally positioned to review current Big Data practices, including challenges such as data protection, privacy and cybersecurity, and to develop related technical standards and policies.
To take just a couple of areas in which Big Data thrives, ITU has been accelerating its efforts to increase interoperability in electronic health applications, in areas such as the exchange of health data and the design of personal health systems. In addition there are ongoing standardization efforts in the home automation sector. And, as open data – an important big data enabler – matures ITU is in an opportune situation to embrace and advance the cause of open data in partnership with the many open data champions within and outside its membership.
Q: Where there is challenge, there can also be opportunity. All of that data has extreme value to businesses if it can be legally and properly analyzed and interpreted. Can you explain some of the opportunities that Big Data presents, and how is ITU trying to explore and implement those opportunities from a developmental standpoint?
A: At present, ITU’s standardization activities address individual infrastructure requirements, including optical transport and access networks, future network capabilities (e.g., software-defined networks), multimedia and security. A review of this work from the angle of data-driven applications has yet to be undertaken but could yield significant results in the big data context.
From a developmental perspective the UN’s Global Pulse is an initiative established in response to the need for more timely information to track and monitor the impacts of global and local socio-economic crises. The initiative is exploring how new, digital data sources and real-time analytics technologies can help policymakers understand human well-being and emerging vulnerabilities in real time, in the interests of better protecting populations from the aftershock of financial and political crises. Global Pulse is a strong advocate of big data for development and humanitarian purposes.
Q: So what is the “end game” for Big Data if there is one? With data usage continuing to expand exponentially, how will technologies for storage, transmission, analysis, and not to mention, regulation – ever keep up?
A: It’s true big data will get bigger but evidence so far has shown that the supporting infrastructure, hardware, software and protocols will keep-up.
ITU via its global membership will continue to work on standards and policies that will facilitate the development of all new ICT innovation including big data. ICTs evolve at incredible speed and ITU has consistently adapted to meet the demands of this fast-paced environment.
For more information visit:
www.itu.int
Capacity Building in the Commonwealth
Investing in People
By Marcel Belingue, Head of Membership and Communications
Within the people–processes–technology change trichotomy, failure is too often rooted in inadequate provisions for the ‘people’ dimension. If developing countries are to truly benefit from advances in information and communication technologies (ICT), governments and industry must continue to provide, increase or stimulate the right levels of investment in developing adequate levels of human resources with the skills needed to successfully develop, adopt, or deploy new communication technologies.
The knowledge economy is a reality, and in many respects, investing in people represents developing countries’ best bet to secure their place in the global digital economy. This requirement goes beyond investing in technology skills. If countries such as Singapore or India are obvious examples of success stories in continuous and systematic policies in support of ICT skills development, less noticeable and yet burgeoning results are being achieved in other countries, such as Rwanda, where similarly ambitious policy commitments to ICT skills development exist. However, in most cases, collaborative efforts are required.
Like other international and regional organisations, the Commonwealth Telecommunications Organisation (CTO) assists its member countries in developing the skilled workforce needed to mainstream ICTs in their economy. Over the past five years, it has committed a total of £4.9 million in capacity development programmes in ICT policy development and regulation, technology, and management programmes in the Caribbean, Africa, and Asia-Pacific. Its main capacity development programme, the Programme for Development and Training (PDT), provides a unique pooled procurement framework for skills development, which public and private sector organisations can join, allowing them to rapidly source needed expertise from other parts of the world.
The CTO is mindful of the need to ensure equal access and opportunities for all peoples of the Commonwealth and beyond. Focusing its efforts on areas such as skills development, the youth, or ICTs for the disable, and working in partnership with other organisations, the CTO aims to develop and share guidance on good practices in the use of ICTs for education, especially for skills development and entrepreneurship.
Stakes are not limited to the adoption of ICTs and their impact on the economic and social development of these countries. Other considerations matter, such as cybersecurity which is a pressing concern for all, and providing secure digital economic environments will require considerable collaboration and transformation for many countries and organisations. Hence the need to invest in identifying and responding to persisting or anticipated skills gaps in specific areas, such as cybersecurity, regulatory environments, or broadband access.
As a platform for collaboration between various stakeholders which include ICT ministries, regulators, operators, manufacturers, the CTO’s PDT represents a unique and agile resource for specialist training aimed at working professionals and, more importantly, a worthy investment for its participating members.
Digital Broadcasting in the Commonwealth
The African Challenge
By Marcel Belingue, Head of Membership and Communications
According to data published in August 2013 by the Digital Video Broadcasting Project (DVB), an industry consortium including TV broadcasters, manufacturers, network operators and regulators from around the world, over 170 countries are likely to adopt or deploy digital terrestrial broadcasting (DTT) networks using DVB-T or DVB-T2 standards. Of the 46 DVB-T/T2 Commonwealth countries, 18 are sub-Saharan African countries.
These sub-Saharan African countries have adopted and started deploying DTT services at different pace, but overall, DTT their progress has been slow. Interest in spectrum dividends to result from the switch off of analogue transmissions has seemed far more pronounced in policy fora in the region than the prospects of DTT services themselves.
Today, eight African Commonwealth countries are so significantly behind with their preparation for switching off analogue TV transmissions that they are almost certain to miss the agreed switch-off deadline of June 2015: Cameroon, The Gambia, Lesotho, Mozambique, Rwanda, Seychelles, Sierra Leone, and Swaziland. These countries are yet to deploy DTT networks, including trials, according to DVB’s data. Countries such as South Africa and Mauritius have made significant progress, but they have also had to delay their analogue switch-off, and are likely to have both analogue and digital transmission networks running beyond June 2015. Although South Africa was not able to meet its initial target to complete this process by 2008, significant progress has nevertheless been made. Mauritius is in a similar position. The African exception, Botswana, who has adopted the ISDB-T standard, is likely to be on target.
Turning off analogue transmissions is only half the battle. Policy and regulatory frameworks for DTT are also required, and these are yet to be in place in most African Commonwealth countries, despite the progress being made by some. Mauritius, which was the first of these countries to introduce DTT in 2005, is yet to have a clear DTT regulatory framework in place.
Besides technical, policy and regulatory gaps, many in sub-Saharan Africa believe that content availability will remain an issue in the region, a view expressed during the CTO’s Digital Broadcasting Switchover Africa Forum (DBSF) held in South Africa earlier this year.
Launched in 2005 as an annual event, DBSF has helped the Organisation’s member countries in the region progress towards DTT migration. The next event, to be held on 10 – 12 February 2014 in Tanzania is expected to provide in-depth discussions on DTT policy options and regulatory environments in the region. In addition, the Organisation continues to assist its members through bilateral workshops and consultancy services.
For more information about CTO’s services in DTT,
write to programmes@cto.int.
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